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Abstract

The cooperation of end users can be exploited to boost
the performance of high-bandwidth multicast. Whileintra-
overlay cooperation, the mechanism for cooperation within
a single overlay (multicast group), has been extensively
studied, little attention has been paid tointer-overlay coop-
eration. In this paper we explore the possibility and effects
of cooperation among co-existing heterogeneous overlays
in the context of live media streaming, where bandwidth is
the bottleneck resource. To motivate such a kind of cooper-
ation, we design a reputation-based incentive mechanism
that differentiates user’ streaming qualities based on the
amount of data actually forwarded by individual users. This
not only stimulates users to contribute as much forward-
ing bandwidth as possible, but also motivates those with
spare bandwidths in resource-rich overlays to find down-
stream users in external, often resource-poor, overlays so
as to accumulate more reputation scores. Under this mech-
anism, an adaptive bandwidth exporting/reclaiming algo-
rithm is developed which allows users to dynamically al-
locate bandwidth according to the resource availability of
multiple overlays. Simulation results are reported with en-
hanced system performance in terms of users’ average me-
dia quality.

1 Introduction

Overlay multicast has emerged as an effective paradigm
to provide large-scale data dissemination over the Internet.
Using this approach, some high-bandwidth multicast appli-
cations such as live media streaming have been successfully
deployed on the Internet. A dominant factor affecting the
performance of such applications is the bandwidth contri-
bution from individual users, and as a result the behavior
of contributing and the mechanism to encourage such be-
haviors have been actively studied in recent years. For in-
stance, Chu et al. [4] first consider altruism as a key el-
ement of P2P streaming broadcast. They show that the
level of altruism has very important impact on the overlay;

even a small degree of altruism brings significant benefits
to overall system performance. Empirical studies, however,
show that in practise altruism alone often does not ensure
sufficient bandwidth supply, especially for high-bandwidth
video streaming, as evident from the large proportion of
free-riderson today’s Internet [12] [14].

To tackle this problem, some incentive mechanisms have
been designed to stimulate individual contributions. A com-
monly used approach is to relate the bandwidth contribution
with the ability to choose good upstream nodes, which im-
ply a good media quality. In [6], for example, a score-based
incentive mechanism is proposed in which the contribution
level of a user is represented by a score. High-score peers
are offered more flexibility in choosing desired data sup-
pliers, while low-score peers have limited, if any, options in
parent selection, and hence receive low quality stream. This
topic has attracted a good deal of attention from the research
community.

To date, the study on user cooperations has been mostly
limited to the case of single overlays. A question yet to be
answered is:In an overlay network where users are strate-
gic and act in their own interest, is it possible or worthwhile
to extend the cooperation to multiple co-existing overlays?
In this paper we address this issue. Our study is motivated
by the following two observations:

1. Co-existing multiple overlays are often heterogenous
in terms of media bit rate, type of end-users and band-
width distribution, which potentially lead to great di-
versity in bandwidth supply. For example, an 800Kbps
stream may impose a higher bandwidth requirement
than can be offered by average end-users, whereas
in an overlay with a 300Kbps stream users may eas-
ily find their bandwidth being underutilized. Another
cause for the heterogeneity is the different types of
users. For example, an academic event may attract an
audience mainly from colleges or research institutes,
which have abundant bandwidth resources, while the
major audience of a soap opera may be ordinary Cable
Moderm/ADSL users which have a much lower aver-
age bandwidth. Finally, due to the great variance of in-



dividual users’ bandwidths [13] [12], multiple overlays
can have large gaps in bandwidth supplies during a rel-
atively short period of time even if they have identical
bandwidth distributions and streaming rates. There-
fore, it can be anticipated that if the spare bandwidth
in the resource-rich overlays could be “exported” to
those resource-poor overlays, the overall system per-
formance can be improved.

2. The media content delivered over multiple overlays (or
channels) are often owned by the same publisher (e.g.,
PPLive [20]), which has an inherent motivation to pro-
mote the cooperation among different overlays as long
as this helps improve the overall performance of the
streaming system, as this usually translates to audience
rating, advertising revenue and market share. Further-
more, it is convenient for the publisher to control the
way users participate in the system. In other words,
it can design the game rules and enforce them via, for
example, proprietary software.

In order to foster the inter-overlay cooperation, we first
propose a reputation-based incentive mechanism. A node
scores by forwarding a certain amount of data (e.g., 500K
Bytes) to others, and nodes with higher scores are entitled to
preempt the (better) tree positions of other leaf nodes with
lower scores, so that the media quality can be improved.
This way nodes will try to make full use of their bandwidths,
and those with spare bandwidths in a resource-rich overlay
are naturally motivated to find child nodes in other resource-
poor overlays in order to accumulate higher scores. Nodes’
reputation scores are maintained in a decentralized, secure
and fault-tolerant fashion using areferee nodemechanism
based on a distributed hash table (DHT) [15] that intercon-
nects all the overlays.

Given the incentive rules, we then examine the strate-
gies that individuals may use to maximize their own bene-
fits in terms of reputation scores. Specifically, we design an
adaptive bandwidth exporting/reclaiming algorithm to help
nodes allocate their bandwidths between local and external
overlays in response to the changing circumstances of over-
lay resources. This algorithm monitors the utilization of
local bandwidth and increases/decreases the exported band-
width slots dynamically, giving priority to local overlays.
Our simulation results show the effectiveness of the pro-
posed incentive mechanism.

To facilitate a fine-grained bandwidth allocation, we
adopt a multiple-tree mode [2] for an overlay. That is, in
each overlay the stream is evenly divided into multiple inde-
pendent substreams, and bandwidth exporting and reclaim-
ing are performed on the substream basis.

The remainder of this paper is organized as follows.
Section 2 documents related work; Section 3 establishes
the architecture that interconnects the multiple co-existing

overlays; Section 4 details the reputation-based incen-
tive mechanism; Section 5 presents the bandwidth export-
ing/reclaiming algorithm; Section 6 presents the experimen-
tal results and Section 7 concludes the paper.

2 Related Work

A variety of models have been proposed for encouraging
individual contributions by relating contribution with ser-
vice quality. In [3], Chu et al. propose a taxation model, in
which resource-rich peers are required to contribute more
bandwidth to the system, and subsidize the resource-poor
peers. In a payment-based [18] system, peers try to buy
the best possible service from peers providing service at a
minimum price, while those service providers strategically
decide their respective prices in apricing game, in order
to maximize their economic revenues in the long run. In a
reputation system [5], peers earn reputation by sharing, and
highly reputed peers are more likely to obtain better service
than peers with a low reputation.

Our incentive mechanism differs from previous work in
two main aspects. First, it extends the cooperation from a
single overlay to multiple overlays; second, the reputation
scores are maintained in a completely distributed manner,
which is in contrast with all the above schemes.

In the field of network routing, some efforts have been
devoted to address the interaction between simultaneously
co-existing overlays. This issue is identified as a “grand
challenge” in networking research by a recent US-NSF-
sponsored workshop report [1]. Kwon et al. [11] present
Synergy, an overlay internetworking architecture for allow-
ing autonomous, possibly heterogeneous, overlay networks
to collaborate. The architecture aims at supporting transpar-
ent interactions among different overlays to improve perfor-
mance and promote information sharing. Jiang et al. [7] in-
vestigate the overlay optimal routing among multiple over-
lays in a game theoretic approach and devise some pricing
schemes to resolve the fairness anomalies of resource al-
location caused by the optimal routing strategies. Finally,
the authors in [9] study the dynamic interaction between
overlay routing and Traffic Engineering (TE) using anon-
cooperative non-zero two player gamemodel. These stud-
ies are mainly focused on the routing performance and the
sharing of underlying network resources.

To the best of our knowledge, the only published work
that involves both inter-overlay cooperation and media
streaming is by Liao et al. [8]. In their system, calledAny-
See, the resource shared among different overlays has been
extensively used in optimizing streaming paths, reducing
service delay and enhancing streaming reliability. However,
this work does not explicitly consider the motivation behind
such a kind of cooperation, and the optimization emphasis
is not on “high bandwidth”, which leads to completely dif-
ferent issues and strategies from our work.
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Figure 1: The multiple overlays interconnected by a DHT.
Each node joins a main overlay that consists of several mul-
ticast trees for all the substreams (only one is shown in the
figure for clarity). At the same time it belongs to the global
DHT.

3 Interconnecting the Multiple Overlays

To enable the interaction of multiple independent over-
lays, we use a DHT to organize all the users across different
overlays into a uniform space. DHT is a technique that as-
signs a set of keys to participating nodes, and can efficiently
route messages to the unique owner of any given key in a
distributed environment like the Internet. As shown in Fig-
ure 1, in addition to the main (or local) overlay it belongs to,
each node is mapped to a unique ID in an identifier ring as
produced by Chord [15], a representative form of DHT. The
DHT serves two purposes. First, it allows a participating
node to discover the members of other overlays in a conve-
nient way. Since each node’s ID in the DHT is generated in-
dependently of its overlay ownership, theO(log n) (where
n is the number of all nodes) neighbors of a node link itself
to many external overlays. The other purpose of the DHT
is that its routing function enables a node to efficiently find
the refereenodes of another node. The referee node plays
an important role in the incentive mechanism which will be
discussed in the next section.

4 The Incentive Mechanism

Our incentive mechanism uses the amount of data that
has been successfully received by all the child nodes of a
node to represent itsreputation (in the form of a score).
The score can then be used to compete for good parents
in a preemptive manner. To prevent cheating and collusion
behavior, a node’s reputation score is maintained by a set
of randomly chosen scorereferee nodesinstead of the node
itself. The design is detailed in the following sections.

4.1 Keeping Score

Assuming a node has a keyk in a Chord ring with
2m identifiers, then ther referee nodes are the owners
(successor nodes) of keys(k + j · 2m/r) mod 2m, (j =
0, 1, · · · , r − 1). While receiving data from some parent,

a node connects to the nearest referee (in terms of network
latency) of that parent using the routing functionality pro-
vided by the DHT. Upon receiving a certain amount of data
(e.g., 500 K Bytes), the node reports this amount to the con-
nected referee of its parent, which then increases the score
of the parent by one, and synchronizes with other referees
on this record. (Again it can reach the other referees by
DHT routing.) The parent periodically requests a digitally
signed certificate of score from one of the referees (e.g. the
nearest one), and can show it when preempting for some
substream with another node. The receiver of the score cer-
tificate can verify it on the referee node with some proba-
bility.

Each node also maintains heartbeat connections with all
its referees. If it detects that one of its referees, sayr0,
fails, the node can use the failure recovery procedure of the
Chord protocol to find a replacement forr0 in the Chord
ring. This new referee node is then instructed to synchro-
nize with other referees on the reputation scores of all rele-
vant nodes. During the reparation and synchronization peri-
ods,r0 cannot be used to verify a node’s score information.
In this case the other referees can be enquired of the score of
a certain node. Note that in an environment like the Internet,
the score information maintained by the multiple referees
need not be strictly consistent since perfect accuracy is not
essential for this mechanism. In addition, the difference of
a certain score value is upper bounded by a synchronization
interval, which can be controlled to be small as compared
to the accumulative score value of a node.

If the score certificate provided by a node is found to
be false, the referee nodes will publicize (by, for example, a
lightweight flooding in which a node probabilistically sends
the information to its neighbors) the ID/address of the cheat-
ing node to the network. As a result the cheating node will
find it being refused by most nodes when looking for par-
ents and hence receive a very poor service quality. Even
if the node can rejoin the network using a new identity, it
can obtain no benefits because the ID-associated reputation
score starts from zero, which means it is unable to preempt
other nodes’ parents. The proposed referee node selection
method also makes collusion difficult; since the referees are
not designated by a node itself, but chosen by the under-
lying DHT. In addition, under the random identifier gener-
ation function, the probability of two general nodes being
referees for each other is very small, meaning that there is
little chance for two nodes to cheat on behalf of each other.

4.2 Parent Preemption based on Score

When a newly arriving node enters a multicast tree, it
selects the nearest node with spare forwarding bandwidth1

1For convenience of discussion, we sometimes discretize the bandwidth
into bandwidth slots (or slots for short), each slot representing the band-
width of a substream.
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Figure 2: An example of parent preemption.

among its neighbors (we assume it has already obtained a
set of neighbors) as its parent for each substream. When
it leaves, the children nodes need to re-find parents. These
basic processes are the same as the methods proposed in
previous studies [13].

The unique feature of our tree maintenance algorithm
lies in the parent preemption mechanism based on reputa-
tion scores. That is, a node with a high score can preempt
the parent of a node with a lower score in order to reduce
end-to-end latency and optimize its streaming quality. In
this paper the streaming quality is quantified as follows:

Q = log(1 + L−α
max ·Np), (1)

where Lmax = max{L0, L1, · · · , LS} is the maximum
end-to-end latency of all theS substreams, andNp the num-
ber of substreams received by one node. Thelog function
captures the diminishing returns of an increased media bit
rate on the perceived media quality, and theα parameter
controls the impact of end-to-end latency on the streaming
quality. In a streaming broadcast application without user
interaction, theα can be fairly small (e.g., 0.1). Note thatQ
can also be defined in many other forms. This has no fun-
damental effect on our parent preemption algorithm. For
convenience of comparison, we often use the metricrela-
tive quality instead, which is defined as the ratio ofQ to
the maximum quality value obtained when all substreams
are directly transmitted from the root through the physical
network. That is,

Q′ =
Q

log(1 + L−α · S)
, (2)

whereL is the distance of a node to the root in the physical
network.

In the algorithm, a node always tries to optimize the sub-
stream with the largest latency (the latency of a missing
substream is defined to be infinity) at one time, as shown
in Figure 2. The preempted nodes are restricted to be leaf
nodes in order to avoid unstable tree adjustment and oscil-
lation of nodes’ tree positions. In practise, the leaf level

of a multicast tree generally contains a large proportion of
nodes, which provide plenty of options for a node in opti-
mizing the streaming quality. When a node finds a parent it
can preempt, it joins the parent along with the subtree under
it, and the preempted leaf node is forced to find a new par-
ent. The parent of the preempting node, if one exists, can be
an option for the preempted node in search for a new parent.
The algorithm is executed by a node periodically.

4.3 Fault Tolerance of the Referee Nodes
If all the referees of a node fail simultaneously, the repu-

tation score of a node will be unverifiable and thus it can
only accumulate the reputation score from scratch. This
undesirable situation can be avoided by increasing the ref-
eree set sizer. However, a larger means a high control
complexity and communication overhead. This tradeoff can
be quantitatively analyzed given some reasonable assump-
tions: (1) the network has a large number of nodes and has
evolved for a long time; (2) all nodes have the same lifetime
distributionF (t) with finite meanµ and varianceσ; (3) the
joining time of a certain node is uniformly random within
the lifetime intervals of all its referees, and (4) the referee
selection is independent of a node’s age. If we letEs denote
the mean time for a failed referee being replaced and syn-
chronized by another one, then the following theorem holds
(see [16] for the proof).

Theorem 1. In a stationary state, the probability of a node
finding all of its referees in reparation/synchronization state
(i.e. the state of being replaced) at any given point of time
is given by

π =
(

2µEs

σ2 + µ2 + 2µEs

)r

.

Suppose, for example, thatEs is 120 seconds, andF (t)
is a lognormal distributionF (t) = Φ

(
ln t−5.08

2.03

)
[17],

whereΦ is the standard normal distribution function, then
π < 3 × 10−8 for r = 3, which indicates that the proba-
bility of one node’s score information being unverifiable is
negligible with a referee set size of only 3.

5 Bandwidth Exporting/Reclaiming

Under the proposed incentive mechanism, nodes are
stimulated to earn as many scores as possible in order to
obtain the best media quality. There are two factors that
determine a node’s capability of earning scores: the num-
ber of forwarding bandwidth slots and its utilization. Given
a certain number of bandwidth slots, a node in a resource-
rich overlay may not be able to find enough downstream
nodes to fully utilize them, hence the reputation score is not
maximized. A natural way to improve this situation is toex-
port some spare bandwidth slots to external resource-poor
overlays. As shown in Figure 3(a), a fraction of a node’s
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Figure 3: Illustration of bandwidth exporting/importing. (a)
A node in the left overlay exports two slots to the right over-
lay. (b) The bandwidth allocation of a node.

bandwidth slots can be allocated to nodes in other overlays
if these slots are unlikely to be used in the main overlay
in the near future. To adapt to the changing network envi-
ronment, the number of exported slots may be increased or
decreased dynamically. These operations are taken care of
by the bandwidth export/reclaim algorithm, which is exe-
cuted on every node periodically, and mainly involves the
following operations.

Monitoring/allocating local bandwidth Each node
monitors the number of used local slotsBused periodically
and maintains a history record for this, and let variable
Bmax

used store the maximum number of used slots during
a past time window. IfBidle = Btotal − Bused is more
than 2, thenBexported = Bidle − 1 bandwidth slots can
be exported. Here the algorithm does not export all the
idle slots, but reserve a slot for local overlay in order to
meet possibly increasing demand for bandwidth from the
local overlay. This is equivalent to giving priority to local
overlay in bandwidth allocation. Another condition of
the exporting isBexported > 1, because to export slots
to an external overlay, the current node must firstimport
at least one substream of that overlay2. The condition
Bexported > 1 ensures that the bandwidth contribution to
the external overlay is positive. An example of bandwidth
slot allocation is illustrated in Figure 3(b).

Identifying external overlays to export bandwidth Af-
ter determining the number of exported bandwidth slots, a
node needs to identify an external overlay to export these
slots. As introduced before, it is easy for a node to discover
a set of external overlays. The node then chooses an over-
lay that is most short of bandwidth based on a metric called

2Since the bottleneck resource is forward bandwidth, we assume a node
always has enough incoming bandwidth to receive a full stream of its local
overlay plus an extra substream from an external overlay.

bandwidth availability index(BAI). The BAI is defined as

BAI =
∑N

i=1 Bi

N × S
, (3)

whereN is the number of nodes in the overlay,Bi the num-
ber of outgoing bandwidth slots of nodei andS the number
of substreams. Clearly, a high BAI means that a node has
more parents to choose on average, and a BAI of 1 is the
lower bound for an overlay to export bandwidth. The node
estimates the BAI of an overlay by collecting the bandwidth
information of a certain number of nodes in that overlay, ei-
ther by direct inquiry or using second-hand information. It
then chooses the overlay with the smallest BAI as the over-
lay to assist.

Before the exported bandwidth slots can be used, a node
needs toimport some substreams from that overlay. Be-
cause this will consume existing bandwidth resource, and
considering that all substreams are independent and sym-
metric, the algorithm chooses to import only one randomly
chosen substream. This way the exported slots can only be
used by nodes requesting that particular substream. To at-
tract nodes from external overlays to be its children, a node
may propagate the bandwidth exporting information to that
overlay via its DHT neighbor nodes.

Reclaiming bandwidth As time passes, the BAI of an
overlay may change, and a node exporting bandwidth may
find the BAI of its main overlay decrease towards 1. In this
case the node needs to reclaim some exported slots. The
decision of reclaiming, however, does not depend on the
calculation of BAI, but on local bandwidth utilization. If a
node finds that the reserved slot has ever been used during
the past time window, it treats this as a signal of increased
bandwidth demand on itself, and then tries to reclaim an
exported slot. It checks the exported slots to see if there
is an unused slot; if so, it simply moves this slot from the
exported slots group to the local slots group, otherwise it
disconnects an external node with the lowest score and then
reclaims that slot. A structured description of the above
procedures is given in Algorithm 1.

6 Performance Evaluation

An event-driven simulator has been developed to study
the performance of the proposed schemes. The GT-ITM
transit-stub model [19] is used to generate an underlying
network topology consisting of 15600 nodes. Link delays
between two transit nodes, transit nodes and stub nodes, and
two stub nodes are chosen uniformly between[15, 25] ms,
[5, 9] ms and[2, 4] ms, respectively. Of all the 15360 stub
nodes, a subset of nodes are randomly selected to partici-
pate in a certain number of overlays with configured prob-
abilities. The arrival rate of nodes are controlled so that



Algorithm 1 Bandwidth exporting/reclaiming algorithm
CalculateBmax

used for the past time window
Bidle ← Btotal −Bmax

used
if Bidle == Bexported + 1 then

/* normal case, no change on the allocation*/
else ifBidle > Bexported + 1 then

/*to export more slots */
calculate the BAIs of up to 5 external overlays
m ← the external overlay with the smallest BAI
if BAI of this overlay> 1 and BAI of overlaym < 1 andBidle > 2
then

if Bexported > 0 or this node has successfully imported an exter-
nal substream from overlaym then

Bexported ← Bidle − 1
end if

end if
else ifBidle == Bexported then

/* Reserved slot maybe occupied, need to reclaim */
if Bexported > 0 then

if Bexported has been fully usedthen
c ← the external child with smallest score
forcec to re-find parent

end if
Bexported ← Bexported − 1

end if
end if

the maximum number of all active nodes are no more than
6000.

For each overlay, the location for the root node is fixed
at a randomly chosen stub node. The root is assumed to
support 10 full streams. Other nodes’ outgoing bandwidths
follow a Bounded Pareto distribution. The nodes’ lifetimes
follow a lognormal distribution [17] [14]. The parameters
of the lognormal distribution are chosen according to the
statistical findings in [17] so that the mean lifetime is 1809
seconds. Nodes enter the system in a Poisson process, and
the arrival rate is determined from 6000 divided by the mean
lifetime. By default, each node executes the bandwidth ex-
porting/reclaiming algorithm and the parent preemption al-
gorithm every 30 seconds.

Two primary metrics to be used in the performance eval-
uation are the relative media quality as defined in Eq.(2) and
the resource availability index as defined in Eq.(3).

We consider two experiment scenarios. In the first sce-
nario, there are three equal-sized overlays,O1, O2 andO3,
whose streaming rates and average node bandwidths are
given in Table 1. Each substream is assumed to be 50Kbps.
Through this simple configuration we show the effective-
ness of the proposed methods and the effects of some pa-
rameters.

In the second scenario we add more heterogeneity
and dynamics to the network. There are 10 overlays,
O1, O2, · · · , O10, and nodes joinOi(i = 1, 2, · · · , 10) with
probability pi = 0.045 + 0.01i so that the average size
of overlay i is 330 + 60i. For each overlay, the nodes’
bandwidths follow a bounded Pareto distribution whose pa-

rameters are changed every hour so that the mean is uni-
formly random between[240, 580]Kbps. The streaming rate
is fixed at 400Kbps and each substream is 50Kbps. This
imaginary scenario is intended to be a test for the schemes’
ability to adapt to a complex network environment. In this
setting, we are interested in the average- and worst- case
performance of the whole system.

Scenario Overlay Stream rate
(Kbps)

Avg. Bw.
(Kbps)

Avg.
size

Avg.
BAI

1 400 700 2000 1.75
1 2 400 550 2000 1.37

3 800 400 2000 0.50

Changing 330,
2 1,2,...,10 400 between 390, ... Changing

[240,580] 870

Table 1: Parameter setting in the experimental scenarios.

6.1 Effects of the Incentive Mechanism

We make snapshots of the nodes’ streaming qualities and
bandwidth with and without the incentive mechanism after
the network enters a steady state. The nodes are divided
into two classes: the young class in which nodes’ ages are
smaller than 400 seconds, and the old class containing the
other nodes. For the young class, no correlation can be
found between the bandwidth and quality (the figures are
omitted due to the space limitation); while for the old class,
the incentive mechanism leads to a noticeable correlation
between these two properties. As shown by Figure 6, with
the incentive (no bandwidth exporting), the nodes with large
bandwidths are more likely to have high qualities. Indeed,
the correlation is found to be more pronounced if the we di-
vide the age into more intervals and compare nodes in each
interval. These results reflect a desirable characteristic of
the incentive mechanism, that is, a node’s streaming quality
does not depend on a single metric such as bandwidth or
time, but on the combination of these metrics which give a
more accurate measurement of the “effective contribution”
made by a node to the network.

Figure 5 shows the same snapshot of the old class with
the bandwidth exporting/reclaiming algorithm enabled. It
can be seen that correlation of bandwidth and quality is
slightly stronger than found in the previous setting. This
is because the high-bandwidth nodes can make better use
of their bandwidths by exporting their spare bandwidths to
those needy overlays.

Figure 6 shows the average quality of overlay 3 changing
over a time period of about 3 hours. A major observation
is that the incentive mechanism helps improve the overlay
performance. The reason behind this is that the parent pre-
emption algorithm potentially arranges the high-bandwidth
nodes higher positions in the tree than those low-bandwidth
nodes, thus leading to a wider and shorter tree, which means
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Figure 4: Incentive without BER.
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Figure 5: Incentive with BER.
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Figure 6: Effect of incentive on average
quality.
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Figure 7: Effect of BER on BAIs.
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Figure 8: Effect of BER on overlay
quality.
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Figure 9: Effect of BER execution in-
terval on BAIs.

a smaller average service latency.

6.2 Effects of Bandwidth Exporting/Reclaiming
Figure 7 shows the BAIs of the three overlays changing

over time with and without the inter-cooperation. Without
bandwidth exporting, the BAIs ofO1, O2 andO3 are around
1.7, 1.4 and 0.5 respectively. After applying the bandwidth
exporting/claiming algorithm, the BAIs change to around
1.2, 1.1 and 0.9 respectively. Figure 8 further shows the
overlay quality, the average relative quality of all nodes of
an overlay, as a function of time. we can see that the inter-
overlay cooperation improves the quality ofO3 by nearly
30% while not affecting the performance of the other over-
lays. This shows that the bandwidth exporting algorithm
effectively makes use of the spare bandwidths without inter-
fering with the normal operations of the exporting overlays.

6.3 Effects of Some Parameters
Figure 9 compares the BAI of overlay 3 under different

execution intervals of the bandwidth exporting/reclaiming
algorithm. The smaller the interval, the more promptly a
node reacts to the bandwidth demanding on itself. Gener-
ally, this means that a node can export the spare bandwidth
more quickly when it is available, therefore the resource-
poor overlays can benefit more from this. Figure 10 com-

pares the BAI of overlay 3 under varying bandwidth mon-
itoring window sizes. As introduced in Section 5, a node
maintains a monitoring window for the utilization of its
bandwidth, and the maximum number of used local band-
width slots is used to decide the number of exported slots.
As expected, a smaller window size leads to a higher BAI,
since this means that a node can export its bandwidth
more aggressively, thus benefiting more to the resource-
poor overlay. It should be noted that both parameters should
not be too small because this will bring more dynamics to
the network and impose higher communication overheads
on individual nodes.

6.4 Overall System Performance Results
We study the overall performance of the whole stream-

ing system in the second scenario. Figure 11 and Figure 12
show the average and minimum values of all overlay qual-
ities changing over time respectively. The average over-
lay quality measures the performance of all the overlays,
while the minimum overlay quality reflects how the most
resource-poor overlays benefits from the inter-overlay co-
operation. It can be observed that the inter-overlay cooper-
ation improves the system performance in both metrics, and
the proposed algorithms adapt well to the changing situa-
tions of the network.
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Figure 10: Effect of monitoring window
size on BAIs.
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Figure 11: Average overlay quality
(scenario 2).
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Figure 12: Minimum overlay quality
(scenario 2).

7 Conclusion

This paper explores the possibility and effects of cooper-
ation among co-existing heterogeneous overlays in the con-
text of live media streaming. The contributions are twofold.
First, to motivate cooperation both within a single over-
lay and across multiple overlays, we design an incentive
mechanism that relates the expected media quality with the
amount of data actually forwarded by individual users. This
motivates those with unused bandwidths to find downstream
users in resource-poor overlays so as to accumulate higher
reputation scores. The second contribution is an adaptive
bandwidth exporting/reclaiming algorithm that allows indi-
vidual users to dynamically allocate bandwidth according
to the resource availability of multiple overlays, while giv-
ing priority to its local overlay. Simulation results show the
effectiveness of the proposed schemes.
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