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ABSTRACT

This paper presents a cost-effective image sharpening solu-
tion suitable for single-sensor digital cameras. The proposed
solution enhances the structural content of the sensor image
data captured using a Bayer color filter array (CFA). Subse-
quent demosaicking of the enhanced CFA image produces a
visually-pleasing demosaicked image without the need for ex-
pensive sharpening in the RGB color domain. Simulation
studies indicate that the proposed imaging pipeline, which
employs an image sharpening step before the actual demo-
saicking module, yields excellent performance and outper-
forms the conventional pipeline (demosaicking followed by
full-color image sharpening) in terms of both subjective and
objective image quality measures.

1. INTRODUCTION

Single-sensor digital cameras use a color filter array (CFA) [1]
placed on top of a monochrome image sensor [2], usually a
charge-coupled device (CCD) or complementary metal oxide
semiconductor (CMOS) sensor, to capture the visual scene.
Since each sensor cell has its own spectrally selective filter,
the acquired CFA data constitutes a mosaic-like gray-scale
image [1]. This image is transformed to a full-color image by
a demosaicking process which uses spectral interpolation to
estimate the missing color components in an image array and
restore the true color information [3],[4].

Since the CFA under-samples the color information orig-
inally present in the captured visual scene, demosaicked im-
ages often suffer from various visual artifacts such as aliasing
and color shifts [1]. To reduce these effects, camera manufac-
turers place a blurring filter in the optical path [2]. However,
the filter reduces both the sharpness and the resolution of the
captured image. To compensate for the image blurring caused
by the camera optics and the sensor and to enhance the high-
frequency content (edges and fine details) of the image, digital
cameras improve the visual quality of the demosaicked output
using image sharpening or high-pass type filtering techniques
[2]. As an alternative to the conventional pipeline used to
sharp demosaicked images (Fig.1a), we propose here an ap-
proach (Fig.1b) which employs an image sharpening step be-
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Fig. 1. Single-sensor imaging pipeline: (a) conventional ap-
proach, (b) proposed approach. Note that the input, interme-
diate and output images have the same resolution of K1 ×K2

pixels.

fore the actual demosaicking module. This constitutes a cost-
effective processing solution capable of producing sharp de-
mosaicked images. It will be shown that the proposed pipeline
outperforms the traditional approach in terms of both perfor-
mance and computational efficiency.

2. SINGLE-SENSOR IMAGING BASICS

The data acquired by the CFA-based sensor module consti-
tutes a K1 × K2 gray-scale image z : Z2 → Z which has
a mosaic-like structure (Fig.2a) due to CFA-driven acquisi-
tion of the visual scene. Thus, the spectral properties of pix-
els z(r,s) vary depending on the spatial location (r, s), with
the row coordinate r = 1, 2, ...,K1 and the column coordi-
nate s = 1, 2, ...,K2. Using a widely accepted Bayer CFA
with the GRGR phase in the first row (Fig.3) [1],[5], z(r,s)

corresponds to the R component for (odd r, even s), the G
component for (odd r, odd s) and (even r, even s), and the B
component for (even r, odd s). As shown in Fig.2b, demo-
saicking the CFA image z produces a K1 × K2 Red-Green-
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Fig. 2. Single-sensor imaging: (a) CFA image, (b) demo-
saicked full-color image.

Blue (RGB) color image x : Z2 → Z3 with vectorial pix-
els x(r,s) = [x(r,s)1, x(r,s)2, x(r,s)3]T . The value of the R
(k = 1), G (k = 2), and B (k = 3) component x(r,s)k denotes
the contribution of the k-th primary in x(r,s).

3. CONVENTIONAL SHARPENING APPROACH

To counteract the effect of low-pass type filtering operations
performed during demosaicking, single-sensor digital cam-
eras enhance color and tonal changes and edge transitions in
the demosaicked image x. Sharpening in-camera is based on
fine enhancement operations to improve the perceived sharp-
ness of captured images and avoid both the introduction of
sharpening halos and the increase in the visibility of jagged-
ness, noise, and various demosaicking artifacts. Due to the
real-time constraints, it is common to enhance x using the
linear FIR filter as follows [2]:

x′
(r,s)k = x(r,s)k +

∑
(i,j)∈ζ

{w(i,j)x(i,j)k} (1)

where w(i,j), for (i, j) ∈ ζ, are coefficients of the high-pass
filter operating in the area of support ζ. For a common 3 × 3
window with ζ = {(r−1, s−1), (r−1, s), (r−1, s+1), (r, s−
1), (r, s), (r, s + 1), (r + 1, s− 1), (r + 1, s), (r + 1, s + 1)}
the coefficients w(i,j) are given by

[w(r−1,s−1) w(r−1,s) w(r−1,s+1)
w(r,s−1) w(r,s) w(r,s+1)

w(r+1,s−1) w(r+1,s) w(r+1,s+1)

]
=

1
8

[−1 −1 −1−1 8 −1−1 −1 −1

]

(2)
The signal outputted by

∑
(i,j)∈ζ {w(i,j)x(i,j)k} in (1) is a

filtered high-frequency component of the local neighborhood
ζ centered in x(r,s)k. This component is added to the original
signal x(r,s)k to increase the image sharpness and produce the
enhanced signal x′

(r,s)k. Based on the sliding filtering win-
dow concept [4], sharpening the whole image x requires that
the procedure in (1) with (2) is repeated for r = 1, 2, ...,K1,
s = 1, 2, ...,K2 and k = 1, 2, 3, resulting in a K1 × K2

sharpened color image x′ : Z2 → Z3 with the vectorial color
pixels x′

(r,s) = [x′
(r,s)1, x

′
(r,s)2, x

′
(r,s)3]

T . By sharpening the
demosaicked image, the framework depicted in Fig.1a ampli-
fies the visual impairments introduced by demosaicking.
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Fig. 3. Bayer CFA with the GRGR phase in the first row [5].

4. PROPOSED SHARPENING APPROACH

Unlike the conventional imaging pipeline (Fig.1a), we en-
hance directly the CFA image (Fig.1b). Thus, the proposed
framework does not amplify the visual impairments intro-
duced by demosaicking and generates visually pleasing, sharp,
demosaicked images. To demonstrate the differences and en-
sure fair comparisons of the frameworks shown in Fig.1, the
proposed here solution is dual to the sharpener defined in (1)
and (2). Thus, we enhance the CFA image as follows:

z′(r,s) = z(r,s) +
∑

(i,j)∈ζ

{w(i,j)z(i,j)} (3)

where the enhanced data z′(r,s) is constituted by the summa-
tion of the original CFA pixel value z(r,s) and the value of∑

(i,j)∈ζ {w(i,j)z(i,j)} outputted by the high-pass filter oper-
ating over CFA samples z(i,j) in the neighborhood ζ.

Since the CFA data constitutes the mosaic (Fig.2a), the
shape mask ζ should follow the underlying CFA structure and
restrict the area of support to the single locations (i, j) which
have the same color filters as the location under consideration
(r, s). This will ensure the desired enhancement of z(r,s). To
overcome the problem, the CFA image sharpener in (3) is de-
fined here using the shape mask ζ = {(r − 2, s − 2), (r −
2, s), (r − 2, s + 2), (r, s − 2), (r, s), (r, s + 2), (r + 2, s −
2), (r + 2, s), (r + 2, s + 2)} which implies the following co-
efficients:[w(r−2,s−2) w(r−2,s) w(r−2,s+2)

w(r,s−2) w(r,s) w(r,s+2)
w(r+2,s−2) w(r+2,s) w(r+2,s+2)

]
=

1
8

[−1 −1 −1−1 8 −1−1 −1 −1

]

(4)
Similarly to the Laplacian masks in (2), the mask in (4) pos-
sess the property that the sum of its elements is zero, to avoid
intensity bias in the enhanced CFA image z′. Based on (4),
the value of z′(r,s) in (3) is proportional to subtracting an av-
erage of neighboring CFA pixels from the central pixel z(r,s).
This enhances an edges and fine details in high-frequency ar-
eas of the acquired CFA image, while outputting z′(r,s) with-
out a noticeable change compared to z(r,s) in smooth areas.
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Fig. 4. Test color images Water, Barbara, Girl and Light-
house.

By repeating (3) with (4) for r = 1, 2, ...,K1 and s =
1, 2, ...,K2, the proposed solution generates a K1 × K2 en-
hanced CFA image z′ : Z2 → Z with gray-scale values z′(r,s).
Subsequent demosaicking of z′ generates the enhanced de-
mosaicked image x′. Since demosaicking is applied to the
sharpened CFA image z′, no additional sharpening in the de-
mosaicked color domain is necessary. The proposed process-
ing pipeline directly outputs the enhanced color image with
visually sharp edges and fine details.

5. EXPERIMENTAL RESULTS

To determine the performance of camera image sharpeners,
the test color images (Fig.4) with a 512 × 512 pixel reso-
lution were blurred before sampling the visual information
using the CFA. This simulates the real single-sensor imaging
pipeline with the blurring/antialiasing filter [2]. Following the
processing flow depicted in Fig.1, tests were performed by
blurring the original images o′ with a 3 × 3 component-wise
mean filter to produce the blurred color image o : Z2 → Z3.
The CFA image z was obtained by sampling the image o
with the Bayer CFA shown in Fig.3. The demosaicking solu-
tions in [8]-[12] were employed in both processing pipelines
to demosaick the CFA image z (Fig.1a) or its enhanced vari-
ant z′ (Fig.1b). In the conventional pipeline (Fig.1a), an en-
hanced demosaicked image x′ was obtained from z using de-
mosaicking and color image sharpening steps. In the pro-
posed pipeline (Fig.1b), z was transformed to x′ using CFA
image sharpening and demosaicking steps. Performance eval-
uations were comprised through comparisons of the original
color image o′ to the enhanced demosaicked image x′. To fa-
cilitate the objective comparisons, the RGB color space based
mean absolute error (MAE) [6] and mean square error (MSE)
criteria [6], and the spatial color difference (SCD) criterion
defined in the S-CIELab color space [7] were used.

Results reported in Tables 1 and 2 demonstrate that the
proposed pipeline, based on CFA image sharpening, clearly
outperforms the traditional solution which performs sharpen-
ing in the demosaicked RGB color domain. Since the signif-
icant improvement was observed along all employed demo-
saicking solutions and for all test images and objective mea-
sures, we can claim that the proposed approach is robust and
suitable for single-sensor imaging devices. Among the de-
mosaicking solutions considered in this paper, the solution
presented in [12] produced the best results.

(a) (c) (e)

(b) (d) (f)

Fig. 5. Results corresponding to image Water: (a) original
image o′, (b) blurred image o, (c-f) restored image x′; (c) de-
mosaicking in [8] followed by sharpening in (1), (d) sharpen-
ing in (3) followed by demosaicking in [8], (e) demosaicking
in [12] followed by sharpening in (1), (f) sharpening in (3)
followed by demosaicking in [12].

(a) (c) (e)

(b) (d) (f)

Fig. 6. Results corresponding to image Girl: (a) original im-
age o′, (b) blurred image o, (c-f) restored image x′; (c) demo-
saicking in [11] followed by sharpening in (1), (d) sharpening
in (3) followed by demosaicking in [11], (e) demosaicking in
[12] followed by sharpening in (1), (f) sharpening in (3) fol-
lowed by demosaicking in [12].

Figs.5-7 depict enlarged parts of the achieved results. As
it can be easily seen, the results produced by the traditional
approach indicate the amplification of jaggedness, zipper ef-
fects and other demosaicking artifacts. On the other hand, the
proposed approach produces visually pleasing images with
higher visual quality and sharpness than the traditional ap-
proach. Our experimentation shows that the choice of the
sharpening and demosaicking solutions and the order of their
use during processing is essential for obtaining the highest
visual quality and visually pleasing, sharp, camera images.

Apart from the actual performance, the proposed approach
outperforms the traditional one also in terms of the computa-
tional efficiency. Since each channel of the demosaicked im-
age represents a monochrome image alike the acquired CFA
image, the use of the CFA image sharpening framework re-
sults in a three-fold reduction of the processing cost (the num-
ber of additions, multiplications, etc.) compared to the equiv-
alent solution applied to the demosaicked image. When im-
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Table 1. Results corresponding to the traditional approach (demosaicking followed by color image sharpening).
Test image Water Barbara Girl Lighthouse

Demosaicking MAE MSE SCD MAE MSE SCD MAE MSE SCD MAE MSE SCD
method in [8] 3.336 31.760 1.4382 8.480 193.597 2.7066 4.504 54.546 1.7149 6.591 140.462 2.1881
method in [9] 3.036 26.366 1.3499 8.324 188.456 2.6681 4.351 50.507 1.6833 6.571 138.520 2.1113
method in [10] 3.121 22.988 1.4262 8.476 192.529 2.7724 4.503 53.757 1.7390 6.624 139.485 2.1605
method in [11] 4.381 74.181 1.8660 8.849 203.461 2.8454 4.841 63.689 1.8497 6.748 143.516 2.1949
method in [12] 2.961 23.956 1.3044 8.281 188.088 2.5859 4.307 50.020 1.6240 6.481 137.098 2.0501

Table 2. Results corresponding to the proposed approach (CFA image sharpening followed by demosaicking).
Test image Water Barbara Girl Lighthouse

Demosaicking MAE MSE SCD MAE MSE SCD MAE MSE SCD MAE MSE SCD
method in [8] 2.957 22.683 1.3107 7.866 165.948 2.4445 4.166 45.256 1.4079 6.195 121.202 2.1381
method in [9] 2.628 17.848 1.2300 7.726 162.462 2.4560 4.062 42.735 1.4391 6.219 122.492 2.2713
method in [10] 2.757 17.248 1.3135 7.831 164.478 2.5264 4.164 44.418 1.4767 6.241 121.351 2.2314
method in [11] 3.370 37.359 1.5896 7.990 169.132 2.5124 4.282 48.173 1.5084 6.193 120.440 2.1445
method in [12] 2.609 17.330 1.1783 7.696 161.687 2.3319 4.044 43.029 1.3837 6.133 120.287 2.1119

plemented in software (MS Visual C++ 5.0), the execution
of the developed programs, on an Intel Pentium IV 2.40 GHz
CPU, 512 MB RAM box with Windows XP operating system,
took on average 0.391 s for the traditional solution and 0.180
s for the proposed solution to enhance a 512 × 512 image.

6. CONCLUSION

This paper presented an new single-sensor imaging pipeline
which uses the sharpening step before the demosaicking mod-
ule. By enhancing the high-frequency content of the acquired
CFA image, the proposed framework avoids amplifying vi-
sual impairments introduced by demosaicking, produces de-
mosaicked images with improved sharpness compared to the
conventional approach and boosts the computational efficiency
of the processing pipeline.
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Fig. 7. Results corresponding to image Lighthouse: (a) orig-
inal image o′, (b) blurred image o, (c-l) restored image x′;
(c,e,g,i,k) demosaicked image sharpening, (d,f,h,j,l) CFA im-
age sharpening; (c,d) demosaicking in [8], (e,f) demosaicking
in [9], (g,h) demosaicking in [10], (i,j) demosaicking in [11],
(k,l) demosaicking in [12].
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