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ABSTRACT

MPEG-2 is the most widely digital video-encoding standard in
use nowadays. It is being widely used in the development and
deployment of digital TV services, DVD and video-on-demand
services. However, recent developments have given birth to the
H.264/AVC, offering better bandwidth to video quality ratios
than MPEG2. It is expected that the H.264/AVC will take over
the digital video market, replacing the use of MPEG-2 in most
digital video applications. The complete migration to the new
video-coding algorithm will take several years given the wide
scale use of MPEG-2 in the market place today. This creates an
important need for transcoding technologies for converting the
large volume of existent video material from the MPEG-2 into
the H.264 format and vice versa. However, given the significant
differences between the MPEG-2 and the H.264 encoding
algorithms, the transcoding process of such systems is much
more complex to other heterogeneous video transcoding
processes. In this paper, we introduce and evaluate a novel
intra-frame prediction algorithm to be used as part of a high-
efficient MPEG-2 to H.264 transcoder. Our evaluation results
show that the proposed algorithm considerable reduces the
complexity involved in the intra-frame prediction: a key
operation in the transcoding process.

1. INTRODUCTION

Nowadays, the MPEG-2 video coding format [1] is being widely
used in a number of applications from digital TV systems to
video-on-demand services. The use of MPEG-2 technology
represents billions of dollars of investment in the MPEG-2
infrastructure already or currently being deployed.

During the last few years, technological developments, such
as novel video coding algorithms, lower memory costs, and
faster processors, are facilitating the design and development of
highly efficient video encoding standards. Among the recent
works in this area, the H.264 video encoding standard, also
known as MPEG-4 AVC occupies a central place [2]. The H.264
standard, jointly developed by the ITU-T and the MPEG
committees, is highly efficient offering perceptually equivalent
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quality video at about 1/3 to 1/2 of the bitrates offered by the
MPEG-2 format. These significant bandwidth savings open the
market to new products and services, including HDTV services
at lower bitrates. Furthermore, given the relatively early stage of
video services in mobile phones, mobile phones will be one of
the first market segments to adopt H.264 video. However, these
gains come with a significant increase in encoding and decoding
complexity [3].

While the H.264 video standard is expected to replace
MPEG-2 video over the next several years, a significant amount
of research needs to be done in developing efficient encoding
and transcoding technologies. The transcoding of MPEG-2 video
to H.264 format is particularly interesting given the wide
availability and use of MPEG-2 video nowadays. Furthermore,
there is a clear industry interest in technologies facilitating the
migration from MPEG-2 to H.264. The coexistence of these
technologies until the complete adoption of H.264 creates a need
for technologies to transcode from the MPEG-2 into the H.264
format and vice versa. However, given the significant differences
between the MPEG-2 and the H.264 coding algorithms,
transcoding is a much more complex task compared to the task
involved in other heterogeneous video transcoding architectures
[4-8].

The H.264 employs a hybrid coding approach similar to that
of MPEG-2 but differs significantly from MPEG-2 in terms of
the actual coding tools used. The main differences are: 1) use of
an integer transform with energy compaction properties; 2) an
in-loop deblocking filter to reduce block artifacts; 3) multi-frame
references for inter-frame prediction; and 4) intra-frame
prediction. The H.264 standard introduces several other new
coding tools aiming to improve the coding efficiency.

In this paper, we focus our attention on the intra-frame
prediction: one of the most stringent tasks involved in the
encoding process. A complete overview of the H.264 can be
found in [9]. The rest of the paper is organized as follows.
Section 2 provides a brief overview of the intra-frame prediction
process used by the H.264 encoding standard. In Section 3, we
introduce a fast intra-frame prediction algorithm suitable for the
transcoding of MPEG-2 into H.264. In Section 4, we carry out a
performance evaluation of the proposed algorithm in terms of its
computational complexity and rate-distortion results. Finally,
Section 5 concludes the paper.



2. INTRA-FRAME PREDICTION IN H.264

H.264 incorporates into its coding process, an intra-picture
prediction (defined within the pixel domain) whose main aim is
to improve the compression efficiency of the intra-coded
pictures and intra-MBs. Intra prediction can result in significant
savings when the motion present in the video sequence is
minimal and the spatial correlations are significant. Throughout
the paper, we will illustrate the principle of operation of the
intra-frame prediction modes as applied to the luminance blocks.
It is understood that a similar procedure has to be applied to the
chrominance blocks.

While macro blocks (MB) of 16x16 pixels are still used,
predicting a MB from the previously encoded MBs in the same
picture is new in H.264. An MB may make use of 4x4 and 16x16
block prediction modes, referred to as Intra 4x4 and
Intra_16x16, respectively. There are nine 4x4 possible block
prediction directions and four 16x16 block prediction directions.
Figure 1 depicts the nine and four prediction directions for the
4x4 and 16x16 prediction modes, respectively. These intra
prediction modes include a directional prediction greatly
improving the prediction in the presence of directional
structures. With the intra-frame prediction, the I-pictures can be
encoded more efficiently than in MPEG-2, which does not
support intra-frame prediction.
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Figure 1. Prediction Modes. (a) 4x4 b) 16x16.

For each MB, one prediction mode and one prediction
direction is kept. The H.264 encoder selects the best
combination mode/direction by using the Sum of Absolute
Errors (SAE). This implies, that for each existing direction of
each mode, the predictor within the pixel-domain is created from
the boundary pixels of the current partition and the SAE costs
are evaluated. The best combination of mode/direction is
determined corresponding to the one exhibiting the minimum
SAE cost. The residual is encoded using a 4x4 integer based
transform. In the next section, we present a fast intra-frame
prediction algorithm suitable for transcoding video material from
the MPEG-2 into the H.264 format. We achieve very high
computational savings by accelerating the estimation process of
intra-frame prediction of H.264 using the DC coefficient of the
MPEG-2 DCT 8x8 blocks.

3. SPEEDING-UP THE INTRA-FRAME
PREDICTION

Our approach simplifies the intra-frame prediction by making
use of the DC coefficients available from the decoding process
of the MPEG-2. However, due to the presence of two different
sizes of blocks used by the H.264, namely 4x4 and 16x16, and
that the MPEG-2 standards use blocks of 8x8, the evaluation of
the prediction mode involves and intermediate scaling process.
In the following, we describe one by one the main steps of our
algorithm.

Step 1:

In an MPEG-2/H.264 video transcoder, once having decoded the
MPEG-2 video, besides the uncompressed video, the DC
coefficient of the 8x8 blocks is readily available to the H.264
video encoder. Since the MPEG-2 makes use of only 8x8 blocks,
we need to devise a mechanism allowing us to properly compute
the DC coefficients of the 4x4 and 16x16 blocks. Figures la and
1b depict the procedure for computing the DC coefficients of the
four 4x4 blocks and the one associated to the 16x16 block.
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Figure 2. Straightforward method. (a) 4x4. (b) 16x16.

As seen from Figure 2a, the process to obtain the four 4x4
blocks involves first applying the inverse DCT to each 8x8 block
of the decoded MPEG-2 picture. This step regenerates the 8x8
block in the space domain. Then, the DCT has to be applied to
each 4x4 block in order to obtain the DC coefficients of each
one of them. This process has to be applied to each and every
8x8 block. In order to speed-up this process, we propose using
the following resolution conversion method introduced in [10]:

F i =AFA" )
[0.71  0.64 0 022 0 015 0 —0.13]
0 029 071 056 0 -025 0 —0.20
0 —0.05 0 036 071 054 0 -027
0 0.02 0 —007 0 035 071 061
4= 0.71 —0.64 0 022 0 -015 0 013
0 029 -071 056 0 -025 0 020
0 0.05 0 -036 071 -054 0 027
0 0.02 0 -007 0 035 -071 0.61]




In simple words, this process transforms the NxN DCT
coefficients (F;) into four N/2xN/2 DCT coefficients (F';) by
using the kernel matrix 4 (see Figure 3a.)

This product of matrices is significantly less complexity than
the procedure depicted in Figure 2a: the four DC coefficients are
simply obtained from the F'; matrix. Furthermore, the 4 matrix
contains many zero-valued elements.

Regarding the computation of the DC coefficient of the
16x16 block, this one can be obtained as follows:

DCq + DC; + DC; + DC;
2 @

DC =

this is to say, by adding the four DC coefficients of the four
corresponding 8x8 blocks and then dividing the result by two.
Equation 2 is simply derived from the fact that the DC
coefficient of an NXN block is nothing else but the mean value
of all the pixels within the block. This conversion procedure is

depicted in Figure 3b.
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Figure 3. Resolution conversion method
(a) 8x8 to 4x4, (b) 8x8 to 16x16

Step 2:

The computation of the DC coefficient of the intra luma
predictors of the H.264 standard is a straightforward procedure.
Let’s take the example of computing the Vertical Predictor
involved in the 4x4 intra luma prediction. The predictor is
created by copying the values of the upper border pixels into all
the entries within the same column (see Figure 4). According to
the DCT, the DC coefficient of the predictor is given by:

DC=a+b+ct+d.
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Figure 4. Example of creation of a 4x4 predictor

In this simple form, we are able to compute the DC
coefficients of the Vertical Prediction. Similarly, this process
can be applied for obtaining all the other predictors.

Step 3:

The third and last step of our proposed algorithm consists in
keeping the prediction mode and its corresponding direction
whose DC coefficient exhibits the lowest absolute difference
with respect to the DC coefficient of the original block. As a
further feature allowing us to speed up this process, we may only
consider the use of the prediction directions 0, 1 and 2, for both
Intra 4x4 and Intra_16x16. We base this choice by the fact that
having studied a large number of images available in the
database (more than 120.000 samples) reported in [11], these
three modes are used in more than 50% of the times.
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Figure 5. Histogram of H.264 intra predictor directions.

As we will show in the following section, the proposed
algorithm will significantly reduce the number of operations
involved in the calculation of the intra predictors when
compared to the more classical method of computing the
differences on a pixel per pixel basis.

4. PERFORMANCE EVALUATION

In order to evaluate our Fast Intra-Frame Mode Decision
Algorithm, we have implemented the proposed approach based
on the H.264 reference software [12] (version 9.2). The metrics
we have been interested on are the computational cost and rate
distortion function. Throughout our experiments, we have used
various video sequences exhibiting different  spatial
characteristics and different size formats (CCIR, CIF and QCIF).
We use Q factors from QP=0 to QP=50 (corresponding to the
full H264 QP range). Every frame of each sequence was
encoded as I-frame in order to obtain results for intra-frame
prediction only.

Table I. Computational Cost.

Full ’ 4xd ‘ 16x16 |
Estimation Proposed Proposed
Additions 33326 1088 39
Multiplications 1075 1120 1
Comparisions 14342 192 12
Divisions 5217 0 1
Total per MB 53960 2400 53
QCIF image 5342040 237600 5247
CIF image 21368160 950400 20988
CCIR image 72846000 3240000 71550

Table I shows the mean number of operations per MB and per
image used for the H.264 full estimation approach and for the



Fast Intra-Frame Mode Decision algorithm proposed using
Intra_4x4 and Intra_16x16, showing the high gains on the
reduction of computational complexity characterizing our
proposed scheme.

Figures 6 to 8 show the RD results of applying the full
estimation algorithm and our proposed intra-frame prediction
algorithm to six different video sequences. As seen from the
figures, the PSNR obtained when applying our algorithm
deviates slightly from the results obtained when applying the
considerable more complex full estimation procedure. As
expected, the difference is less noticeable at lower bit rates: the
blocking effect is more noticeable, i.e. the DC coefficient has a
heavier weight. Based on the results depicted in Figure 6 to 8,
depending on the image quality requeriment, the use of
Intra_16x16 prediction mode may prove a viable solution when
computational cost may be an issue.
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Figure 6. Rate Distortion Results. CCIR sequences.
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Figure 7. Rate Distortion Results. CIF sequences.

5. CONCLUSIONS

In this paper, we have defined a new fast intra-frame prediction
algorithm to be used in the implementation of MPEG-2 to H.264
transcoders. Our results show that the proposed algorithm is able
to maintain a good picture quality while considerably reducing
the number of operations to be performed.

The proposed algorithm can be used as basis for a full low
complexity transcoder aplicable in the full QP range.
Furthermore, it can be used in the definition of QP based rate
control mechanisms. Our future plans include implementing an
efficient and dynamic methodo select the best prediction mode
among the Intra_4x4 and Intra 16x16 prediction modes
generated by our algorithm.
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Figure 8. Rate Distortion Results. QCIF sequences.

6. REFERENCES

[1] ISO/IECJTC11/SC29/WGLl1, “Generic Coding of Moving Pictures
and Associated Audio Information: Video”, ISO/IEC 13818-2. May
1994.

[2] ITU-T RECOMMENDATION H.264 “Advanced Video Coding
for Generic Audiovisual Services”. May 2003.

[3] Implementation Studies Group, “Main Results of the AVC
Complexity Analysis,” MPEG Document N4964, ISO/IEC
JTC11/SC29/WG11, July 2002.

[4] N. Bjork and C. Christopoulos, “Transcoder Architectures for
Video Coding,”JEEE Trans. Consumer Electronics , vol. 44, no. 1,
pp.88-98, Feb. 1998.

[S] A. Vetro, C. Christopoulos, and H.Sun “Video Transcoding
Architectures and Techniques: An Overview”. IEEE Signal
Processing Magazine, vol. 20, no. 2, pp.18-29, March. 2003.

[6] S. Dogan and A. Sadka. “Video Transcoding for Inter-Networks
Communications”. Chapter of Compressed Video Communications.
John Wiley & Sons, pp.215-256, March. 2003.

[7] H. Kalva, A. Vetro, and H. Sun, “Performance Optimization of the
MPEG-2 to MPEG-4 Video Transcoder,” SPIE Conference on
Microtechnologies for the New Millennium, VLSI Circuits and
Systems, May 2003.

[8] J.Bialkowski, A. Kaup and K. Iligner. “Fast Transcoding of Intra
Frames between H.263 and H264”. IEEE International Conference
on Image Processing. October 2004.

[9] T. Wiegand, G. Sullivan, G. Bjontegaard, and A. Luthra.
“Overview of the H.264/AVC Video Coding Standard,” /EEE
Transactions on Circuits and Systems for Video Technology, Vol.
13, No. 7, July 2003.

[10] T. Goto, T. Hanamura, T. Negami and T. Kitamura. “A Study on
Resolution Conversion Method using DCT Coefficients”.
International Symposium on Information Theory and its
Applications. October 2004.

[11] http://sampl.eng.ohio-state.edu/~sampl/database.htm.

[12] Joint Video Team (JVT) of ISO/IEC MPEG and ITU-T VCEG,
Referente Sofiware to Comitee Draft. JVT-F100 IM9.2.



	Index
	ICME 2005

	Conference Info
	Welcome Messages
	Venue Access
	Committees
	Sponsors
	Tutorials

	Sessions
	Wednesday, 6 July, 2005
	WedAmOR1-Action recognition
	WedAmOR2-Video conference applications
	WedAmOR3-Video indexing
	WedAmOR4-Concealment &amp; information recovery
	WedAmPO1-Posters on Human machine interface, interactio ...
	WedAmOR5-Face detection &amp; tracking
	WedAmOR6-Video conferencing &amp; interaction
	WedAmOR7-Audio &amp; video segmentation
	WedAmOR8-Security
	WedPmOR1-Video streaming
	WedPmOR2-Music
	WedPmOR3-H.264
	WedPmSS1-E-meetings &amp; e-learning
	WedPmPO1-Posters on Content analysis and compressed dom ...
	WedPmOR4-Wireless multimedia streaming
	WedPmOR5-Audio processing &amp; analysis
	WedPmOR6-Authentication, protection &amp; DRM
	WedPmSS2-E-meetings &amp; e-learning -cntd-

	Thursday, 7 July, 2005
	ThuAmOR1-3D
	ThuAmOR2-Video classification
	ThuAmOR3-Watermarking 1
	ThuAmSS1-Emotion detection
	ThuAmNT1-Expo
	ThuAmOR4-Multidimensional signal processing
	ThuAmOR5-Feature extraction
	ThuAmOR6-Coding
	ThuAmSS2-Emotion detection -cntd-
	ThuPmOR1-Home video analysis
	ThuPmOR2-Interactive retrieval &amp; annotation
	ThuPmOR3-Multimedia hardware and software design
	ThuPmSS1-Enterprise streaming
	ThuPmNT1-Expo -cntd-
	ThuPmOR4-Faces
	ThuPmOR5-Audio event detection
	ThuPmOR6-Multimedia systems analysis
	ThuPmOR7-Media conversion
	ThuPmPS2-Keynote Gopal Pingali, IBM Research, &quot;Ele ...

	Friday, 8 July, 2005
	FriAmOR1-Annotation &amp; ontologies
	FriAmOR2-Interfaces for multimedia
	FriAmOR3-Hardware
	FriAmOR4-Motion estimation
	FriAmPO1-Posters on Architectures, security, systems &a ...
	FriAmOR5-Machine learning
	FriAmOR6-Multimedia traffic management
	FriAmOR7-CBIR
	FriAmOR8-Compression
	FriPmOR1-Speech processing &amp; analysis
	FriPmSS1-Sports
	FriPmOR2-Hypermedia &amp; internet
	FriPmOR3-Transcoding
	FriPmPO1-Posters on Applications, authoring &amp; editi ...
	FriPmOR4-Multimedia communication &amp; networking
	FriPmOR5-Watermarking 2
	FriPmSS2-Sports -cntd-
	FriPmOR6-Shape retrieval


	Authors
	All authors
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J
	K
	L
	M
	N
	O
	P
	Q
	R
	S
	T
	U
	V
	W
	X
	Y
	Z

	Papers
	Papers by Session
	All papers
	Papers by Topic

	Topics
	1 SIGNAL PROCESSING FOR MEDIA INTEGRATION
	1-CDOM Compressed Domain Processing
	1-CONV Media Conversion
	1-CPRS Media Compression
	1-ENCR Watermarking, Encryption and Data Hiding
	1-FILT Media Filtering and Enhancement
	1-JMEP Joint Media Processing
	1-PROC 3-D Processing
	1-SYNC Synchronization
	1-TCOD Transcoding of Compressed Multimedia Objects
	2 COMPONENTS AND TECHNOLOGIES FOR MULTIMEDIA SYSTEMS
	2-ALAR Algorithms/Architectures
	2-CIRC Low-Power Digital and Analog Circuits for Multim ...
	2-DISP Display Technology for Multimedia
	2-EXTN Signal and Data Processors for Multimedia Extens ...
	2-HDSO Hardware/Software Codesign
	2-PARA Parallel Architectures and Design Techniques
	2-PRES 3-D Presentation
	3 HUMAN-MACHINE INTERFACE AND INTERACTION
	3-AGNT Intelligent and Life-Like Agents
	3-CAMM Context-aware Multimedia
	3-CONT Presentation of Content in Multimedia Sessions
	3-DIAL Dialogue and Interactive Systems
	3-INTF User Interfaces
	3-MODA Multimodal Interaction
	3-QUAL Perceptual Quality and Human Factors
	3-VRAR Virtual Reality and Augmented Reality
	4 MULTIMEDIA CONTENT MANAGEMENT AND DELIVERY
	4-ANSY Content Analysis and Synthesis
	4-AUTH Authoring and Editing
	4-COMO Multimedia Content Modeling
	4-DESC Multimedia Content Descriptors
	4-DLIB Digital Libraries
	4-FEAT Feature Extraction and Representation
	4-KEEP Multimedia Indexing, Searching, Retrieving, Quer ...
	4-KNOW Content Recognition and Understanding
	4-MINI Multimedia Mining
	4-MMDB Multimedia Databases
	4-PERS Personalized Multimedia
	4-SEGM Image and Video Segmentation for Interactive Ser ...
	4-STRY Video Summaries and Storyboards
	5 MULTIMEDIA COMMUNICATION AND NETWORKING
	5-APDM Multimedia Authentication, Content Protection an ...
	5-BEEP Multimedia Traffic Management
	5-HIDE Error Concealment and Information Recovery
	5-QOSV Quality of Service
	5-SEND Transport Protocols
	5-STRM Multimedia Streaming
	5-WRLS Wireless Multimedia Communication
	6 SYSTEM INTEGRATION
	6-MMMR Multimedia Middleware
	6-OPTI System Optimization and Packaging
	6-SYSS Operating System Support for Multimedia
	6-WORK System Performance
	7 APPLICATIONS
	7-AMBI Ambient Intelligence
	7-CONF Videoconferencing and Collaboration Environment
	7-CONS Consumer Electronics and Entertainment
	7-EDUC Education and e-learning
	7-SECR Security
	7-STAN Multimedia Standards
	7-WEBS WWW, Hypermedia and Internet, Internet II

	Search
	Help
	Browsing the Conference Content
	The Search Functionality
	Acrobat Query Language
	Using the Acrobat Reader
	Configuration and Limitations

	Copyright
	About
	Current paper
	Presentation session
	Abstract
	Authors
	Gerardo Fernandez-Escribano
	Pedro Cuenca
	Luis Orozco-Barbosa
	Antonio Garrido



