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Abstract

Sports video processing is an interesting topic for research,
since the clearly defined game rules in sports provide the rich
domain knowledge for analysis. Moreover, it is interesting
because many specialized applications for sports video
processing are emerging. This paper gives an overview of
sports video research, where we describe both basic
algorithmic techniques and applications.

1. Introduction

Sports broadcasts constitute a major percentage in the total of
public and commercial television broadcasts. The growing
demands of the viewers require advances in video capturing,
storage, delivery, and video processing ability. With the
advent of large storage capabilities and more TV channels
with full coverage of large sport events, the organization and
search in these data-sets becomes more appealing. This
situation poses a challenging research problem: how to
quickly find the interesting video segments for various
consumers with differing preferences. In other words, the
consumers want a system that allows them to retrieve
specific segments quickly from the huge volume of available
sports video, thus saving time. Other growing demands of
viewers are new enhancement and presentation techniques
that provide a better viewing experience, or that even
generate the feeling to actually take part in the sports event,
instead of only watching a transmission of a video captured
by a single camera. These presentations require research in
the fields of reconstruction, virtual reality generation,
enrichment, etc.

Sports videos have a game-specific structure because
sports games are under rules and regulations. Furthermore,
most of the games take place in restricted playfields with a
defined layout. With the specific domain knowledge, sports
video analysis can provide results of higher semantic levels
compared to the analysis of other kinds of videos, for
example, arbitrary home video. The playfield also provides a
great aid in reconstructing the sports video using computer
vision technology. Since a playfield is restricted, several
fixed cameras can cover the whole playfield to capture
enough information for a 3D (three-dimensional)
reconstruction of the sports event. We can coarsely classify
sports video research into the following two main goals:

e Indexing and Retrieval Systems: to build indexing and
retrieval systems that can find requested sports scenes
based on high-level semantic queries.

e Augmented Reality Presentation: to present the sports
videos with additional information to provide new
viewing experience to the users. A goal is to give the
impression that the viewer is virtually part of the event.
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In the following sections, we first describe some basic
algorithmic building blocks that reappear continuously in
different contexts. Subsequently, we describe the main
applications of sports video processing, and we close with
some concluding remarks. Because of the vast amount of
research conducted in this area, the presented topics and
references can only be a restricted selection.

2. Algorithmic Building Blocks
2.1. Event and highlight detection

Event detection examines the sports video for events like
goal-shootings, fouls, scoring a point, etc. Usually, various
features of the video are used to infer the occurrences of
events. The analysis of events can be carried out by
combining various attributes of the video, including its
structure, events, and other content properties. The content
analysis problem can be addressed in two steps. First, we
have to identify relations between the features and the
semantic concepts that we want to detect. Second, we must
find the procedure that captures the relation between the
features and the semantic concept.

Highlights in sports videos are the special events that the
viewers are especially interested in. The definition of what is
interesting differs for each viewer. While sport fans are more
interested in events like goals or spectacular points in tennis,
the coaches might be more interested in the errors of the
players to help them improve their capabilities. Highlight
detection is the process to find the occurrences of highlights
and their starting and ending times in the video.

In event detection, features can be extracted from three
channels: video, audio, and text. Each channel provides some
cues that correlate with the occurrence of events. In other
words, we can detect the events through inferring from these
cues. We briefly describe the different approaches and
methods of designing the event detection algorithms by
pointing out opposing concepts below.

Low-Level Feature vs. Object-Related Feature: Low-level
features are the cinematic features [38], acquired directly
from the input video by using simple feature extractors.
Examples are the dominant color, dominant texture, motion
vectors, audio volume, keywords of text, etc. Many
algorithms have been developed [1, 28, 32, 37] based on
these low-level features. The low-level feature-based
algorithms are popular because they are simple and efficient.
However, for many events we cannot achieve satisfactory
results by using such algorithms, because the events have a
complex semantic nature and there are no clear relations
between low-level features and these semantic concepts.



Object-related features are attributes of objects such as
ball locations and player shapes, acquired by more complex
algorithms. Event detectors based on object-related features
often use both object-related and low-level features [13, 40].
An important object-related feature is the position of players
and of the ball (see below). For example, a goal in a soccer
game is defined as the event that the ball passes one of the
goalmouths on the soccer field. Also a growing number of
algorithms were designed to detect events with the aid of ball
location or ball trajectory. Object-related features are usually
difficult to be obtained [6, 11-12, 39-40, 42], but more events
can be detected by using object-related features.

Single Channel vs. Multiple Channels: Some events can be
detected using the features from a single channel [37].
However, for most events, we have to combine the features
from multiple channels to detect the specific events [3, 8-9,
20, 22, 35-36]. The usually available channels are video and
audio; the text channel can be available in the case of
analysis of the commentary text in the internet, the
superimposed text, and commentary speech [35, 45].

Game-Specific vs. Generic: Most of the developed event-
detectors are game-specific because different games have
different events. These detectors need to use the domain
knowledge of the particular game to infer the events [22, 39-
41]. Obviously, it is better if an algorithm can detect the
events of multiple games. Unfortunately, such algorithms are
hard to attain. A compromise to design such systems is to
build frameworks that can be configured to different games
[8, 11-12].

Feature Model vs. Shot Pattern: Some algorithms directly
model the relations between the features and the events. Such
algorithms are intuitive and efficient. However, some events
have no intuitive relations with the features but require
context information for the detection. One kind of
algorithms uses the shot patterns to capture the context
information [7-8]. They take four steps to detect the events.
First, they segment the video into shots. Second, they extract
the features within each shot. Third, they classify the shots
into the predefined categories. Fourth, they infer events using
a procedure that models the shot patterns.

Learning-Based vs. Normal: Most current algorithms use
hard-wired procedures to capture the relations between the
features and the events. They are efficient but not generic.
Learning-based algorithms capture the relations between the
features and the events by statistical analysis and
optimization [34, 37]. In general, the machine learning
approach is chosen when it is difficult to intuitively define
the relations between the features and the events.

Broadcast Video vs. Non-broadcast Video: In the literature,
most of the algorithms were designed for broadcast sports
video from which they can use the editing information as an
additional source of information. For example, such
algorithms can use the information from the text, speech, and
the graphics (with the known meanings) superimposed in the
video [45]. The algorithms for non-broadcast video have only
video and audio before editing [33]. Hence, they face more
research challenges because they have less information to be
used. However, the on-site systems for sports have to use

such algorithms because they have to produce the results
prior to broadcasting.

2.2. Structure Analysis

Video structure denotes the temporal grouping of the video.
An example for a sport with a clear temporal structure is
tennis. Each match comprises several sets, which are again
divided in games, which are built from points. Other sports
like soccer have less structure.

In sports video research, video structure analysis is not
equivalent to simple cut detection, but it combines the
knowledge about the rules of the game with general video
structure analysis methods. An important structure is the
distinction between play and break periods, because the
consumers can save a lot of time by skipping the break
periods [34].

2.3. Object Detection and Segmentation

In sports videos, the important acting objects are well
defined. In some sports, only the position of the players is of
interest (soccer, tennis), for other sports like gymnastics or
diving, the shape and movements of the athletes is the main
interest. Automatic analysis of these sports requires
automatic segmentation algorithms that provide exact object
shapes and algorithms that can infer behavior from the object
shape [11-12]. These accurate object boundaries are also
required for synthesizing new views in a 3D reconstruction
[19].

2.4. Ball and Player Tracking

Because of the importance of the ball and player locations,
specialized algorithms have been developed to track their
position. Especially the tracking of a small ball is a difficult
problem [7] and algorithms have been developed that detect
the ball trajectory through several frames in one step [39-40]
to increase the algorithm robustness.

2.5. Camera Calibration

Tracking the players only determines their position in the
image coordinate system, but does not provide information
about their position on the playfield, or more generally in the
real world. To determine the geometric mapping between the
image coordinates and the real-world positions, the camera
parameters are required. Since the playfield itself is usually
marked with certain lines whose real-world position is
known, these lines can be used to carry out the camera
calibration [11-12, 26].

2.6. 3D Reconstruction

One step further, multiple cameras can be used to obtain
views from different position and compute a complete 3D
reconstruction of the playfield [37]. Usually, fixed multiple
cameras are used, which simplifies their calibration, reduces
the computing time, and improves the accuracy of camera
calibration. More importantly, they can cover the whole
playfield while current broadcast sports videos only display a
portion of large playfields such as soccer fields.



3. Applications of Sports Video Processing
3.1. Abstracting

Video abstracting is the process of creating a shortened
version of a video that still comprises the essential
information from the complete video. The video abstract is a
very important tool for sports video, as several periods during
some games may be boring to the consumers and watching
the abstract can save a lot of time. Generating a video
abstract seems to be strongly related to finding the highlight
events, but techniques have been proposed that estimate the
excitement of a scene directly. Several researchers have used
audio features to detect the highlights, because audio
contains information about audience applause and of the
excitement in the voice of the commentator. For example,
Rui et al. [28] used audio features such as excited speech and
baseball hits to detect the highlights.

Instead of synthesizing a fixed abstract, an alternative
approach is to use the structural analysis to detect semantic
units. These can be used to build video indices and the table
of contents according to different categorization schemes.
The advantage of this approach is that the user has more
control about what he wants to view and the probability to
miss an interesting scene is smaller.

3.2. Tactics and performance analysis

Tactics analysis is to understand the tactics that teams or
individual players have used. Performance analysis is to
evaluate the performance of a team or a player through
analyzing their motion and activity in games. Coaches and
players are interested in such results for improving their
performance in later games. The consumers are interested in
such results for enjoying sports video with additional
statistical information. The main tasks in tactics and
performance analysis are to find the traces and the actions of
players. Past work includes team behavior analysis [18, 29],
team and player possession analysis [41, 43], player and ball
detection, and tracking [19, 39-40]. The essential algorithmic
techniques for tactics analysis are ball and player tracking as
well as camera calibration [11-12] to find the corresponding
real-world position of the players based on their position in
the video.

3.3. Augmented Reality Presentation of Sports

The presentation of sport videos can be improved with two
basic techniques. One is the 3D reconstruction of the game to
provide arbitrary views and thus to increase the viewing
experience to consumers [4, 19, 21]. The second technique is
to insert some illustrations into the original video or to
provide the illustration in extra windows to help consumers
to understand the video easier [25, 44]. An example that is
already used in practice is to superimpose virtual lines onto
the field, for example, the distance between a player and the
goal in football [46]. Another kind of enrichment is to insert
advertisements into the original video to improve the
commercial value of the video [31].

Sports video reconstruction provides 3D video to
consumers. The advances in computer vision, computer
graphics, and image processing have provided the techniques
to build 3D reconstruction systems for sports. 3D
reconstruction systems have been designed to serve different

purposes. For example, they can be designed to generate
virtual 3D views such that a viewer can examine a scene
from the viewpoint of the referee or a player on the field [6,
15, 19, 21]. They can also be designed to generate 3D
reconstructed video such that it gives a better viewing
experience than the original video [44].

3.4. Sports video for small devices

The transmission of sport events on small devices like PDA,
3G/UMTS phones will become more popular in the future.
Because the screen size of these devices is limited, different
content is required, compared with TV broadcasts [32]. Since
the production of special content is expensive, automatic
transcoding applications that, for example, focus the view to
the most important image area, will be employed. Because
small devices have only a narrow transmission bandwidth, it
is likely that a class of special compression algorithms for
small devices will be developed in the near future.

3.5. Referee assistance

Referee assistant systems target to help the referee in cases of
difficult decisions and partially replace the work of the
referee. Such systems can use either specialized electrical
sensors, or they can use more flexible real-time video
analysis systems. Currently, some tennis championships like
Wimbledon, US Open and Australian Open use video
systems to display the landing positions that are very close to
the boundary lines of the court, where the technology is
provided by Hawkeye [47]. Hence, such systems are useful
to help the referee to decide if a doubtful decision was
correct. For other sports, like an offside position in soccer,
some decisions cannot be decided at fixed lines, but should
be detected at varying positions on the field. These cases
require a more complex and powerful video solution. We
expect that referee assistance systems will become more
important in the future since they ensure an unprejudiced
decision and they support the large commercial value.

4. Concluding Remarks

This paper has discussed the main techniques and approaches
in sports video research. The specialty of sports video
processing lies in the available domain knowledge of sports.
A lot of work has already been carried out on content
analysis of sports videos, and the work on enhancement and
enrichment of sports video is growing quickly due to the
great demands of customers. The development of video
analysis systems still concentrates on the extraction of low-
level features. We believe that the future direction of research
will concentrate on a more specialized, but also more in-
depth analysis. For the enrichment and 3D reconstruction of
sports events, current systems exist for specialized
applications. However, more general systems that are
adaptable to cover a larger variety of applications will be an
important design goal for future systems. Probably, more
emerging topics will appear in enhance the quality and value
of the sports video in the near future.
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