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ABSTRACT 
Overcoming the semantic-feature gap and adapting to context 
are two main challenges in content-based retrieval.  The problem 
is even more complicated for unstructured videos such as 
automated recordings of meetings.  To address this problem, we 
propose a model-based approach to meeting retrieval with user 
controlled weighting for dynamic similarity comparison.  Each 
video is represented by an HMM, and the similarity between 
videos is determined by comparing the corresponding models.  
Users can control the relative importance of temporal and static 
features by adjusting a weighting parameter in a way similar to 
content-based image retrieval.  Experimental results demonstrate 
the feasibility and versatility of this approach.   

1. INTRODUCTION 
The most challenging aspects of content-based retrieval are 
bridging the gap between semantics and low-level features, and 
adapting to context dependency of the retrieval task.  Typical 
solutions today utilize machine learning and relevance feedback 
to address these issues.  A critical component underlying this 
approach is a similarity criterion that can be dynamically 
adjusted to correctly reflect the context and semantics.  For 
image-based retrieval, visual similarity is commonly determined 
by a combination of color, texture, and shape features weighted 
according to a proportion either manually specified by the user 
or automatically learned through a training process.   

The same definition of visual similarity has been used to 
measure video content similarity without much consideration for 
the temporal information.  Videos are often treated as a set of 
static key frames where standard definition for visual similarity 
can be applied.  Although some systems take into account the 
temporal alignment of key frames [4][10], very little attention 
has been paid to the meaning of spatial-temporal similarity as an 
adjustable measure.  The problem can be illustrated using 
meeting video retrieval as an example. What does it mean for 
two meetings to be similar?  Would two brainstorming sessions 
involving different people be more similar than two different 
types of meetings involving the same people?  The answer is 
almost certainly context dependent. 

Although numerous similarity models and retrieval 
techniques for query-by-example have been proposed for 
professionally generated videos, they are inadequate for 
automated meeting recordings due to the relatively low visual 
and semantic structure present in these videos.  Instead, there is 
richer information in the participants and their interactions. 
Identifying meeting participants and meeting types, among other 
things, will not only provide useful retrieval cues, it can also 

improve speech transcription accuracy through appropriate 
choice of lexicon and speech style [1]. 

Under these considerations, we propose an approach to 
meeting video retrieval where similarity is dynamically 
computed by comparing their model representations with an 
adjustable parameter.  Our framework uses hidden Markov 
models (HMM) to represent meetings as stochastic processes 
involving interactions among a number of participants, two 
prominent characteristics of meetings. A weighted combination 
of the divergence between the stationary and temporal 
components of the distributions represented by two HMMs 
determines the final similarity score.  Adjusting the weighting 
effectively compares meetings solely based on participant 
information at one extreme, and entirely based on patterns of 
turn-taking at the other, or anything in between.  

This work has several novel aspects.  First, it uses an HMM 
model-based approach for meeting video retrieval.  A 
fundamental component of this approach is a way to measure the 
dissimilarity of two HMMs, for which we proposed a new 
method for efficiently computing the divergence bound.  In 
addition, the formulation leads to an adjustable similarity 
measure which allows context adaptation.  The proposed 
solution extends the dimension of adjustable parameters over to 
the temporal domain, which has not been addressed before. 

The rest of the paper is organized as follows.  In Section 2, 
we describe the overall system and details of the meeting HMM 
representation.  We also introduce background information on 
HMM dissimilarity measure and outline our approach based on 
the upper-bound on divergence from model parameters.  The 
system is applied to dynamically compare meeting similarities 
based on participants or style criterion.  The experiments are 
discussed in Section 3.  We review relevant work in Section 4 
and conclude in Section 5 with a summary of our findings. 

2. BASIC FRAMEWORK 
Our basic approach is to represent every meeting with an HMM, 
and evaluate its relevance to a query meeting based on the 
similarity of their models, taking into account the relative 
importance of features specified by the user.  Details of the 
model representation, similarity measure and relevance ranking 
are described in the following subsections.      

2.1  HMM Representation for Meetings 
A meeting is characterized by a sequence of feature vectors, 
which could be any text, audio or visual features computed over 
a small time interval.  This sequence is modeled by an HMM, 
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initial, transition and emission probabilities, respectively. 
HMMs provide a compact representation that captures both 
global statistics of the features and temporal transitions of the 
feature distribution. Two of the most important attributes that 
characterize meetings are the participants and the style of 
interaction.  HMMs trained on audio feature vector sequence 
capture both types of information, with emission probabilities 
reflecting the characteristics of the speakers in the feature space, 
and the transition probabilities representing the style of 
interaction. 

In order to train the continuous density HMM such that the 
states roughly correspond to distinct speakers, we use the 
segmental k-means algorithm. First, unsupervised speaker 
clustering is performed on speaker location data to identify n 
clusters nCC L1 .  In our recording settings, sound source 
localization is computed and smoothed to generate audio 
segments [9].  The audio directions not only provide good 
segmentation boundaries for individual speakers, they provides a 
simple and yet sufficiently effective clustering of speakers when 
they are not moving.  Once the clusters have been identified, 
each cluster Ci is represented by a corresponding state in the 
HMM.  The transition probabilities can be calculated based on 
the cluster ID.  The MFCC vectors are extracted from the voice 
segment of each speaker, followed by vector quantization to 
produce K codebook vectors.   These codebooks are used to 
define a mixture density function for the emission probability of 
that state.   

2.2  Model Similarity Measure 
In order to evaluate the relevance of meetings, a similarity 

measure for comparing HMMs is needed.  In general, these 
meeting HMMs are ergodic and do not have a constant number 
of states, as illustrated in Figure 1.  We define a measure based 
on KL-Divergence (KLD) with a weighting scheme for user to 
adjust the relative importance between speaker similarity and 
interaction style.   

Computing the divergence between two HMMs is non-
trivial.  The most general solution involves Monte Carlo 
simulation, evaluating a long random sequence generated by one 
model under the other [8].  This solution is commonly simplified 
to compute the likelihood of one observed sequence under the 
other model [1], which requires storing the original vector 
sequence. Closed-form approximations exist only for special 

architectures [13] or symbol density functions [5].   
Our solution is based on the divergence upper-bound 

derived for state-aligned ergodic HMMs with Gaussian mixture 
density emission probabilities [3]. It was shown that the KL-
Divergence, D, between two HMMs as computed by an 
infinitely long observation sequence is bounded by the following 
equation 
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where 1v  is the stationary vector of M1, and )(im is the state 
correspondence mapping from M1 to M2.  The divergence for the 
transition probabilities is expressed as 
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To compute divergence for the emission probabilities, a similar 
upper-bound derived for Gaussian mixtures is applied  
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where )( 1
ikg c  is the Gaussian centered at ik

1c , the k-th codebook 
vector of state iq1  of M1.   Eq.(1)-(3) defines the basic solution 
for measuring HMM dissimilarity. Simply stated, the divergence 
between two HMMs is bounded by the divergence of the 
transition and emission probabilities between corresponding 
states.   

However, several issues remain to be addressed.  First of 
all, the quality of the bound depends critically on the assumed 
state alignment.  For example, two identical HMMs can produce 
zero divergence bound with the correct state alignment, and a 
vastly different result if the states are misaligned.  All possible 
permutations of state alignments, an O(N2N!) operation, must be 
evaluated to guarantee the best result. Although meetings 
usually involve a small number of active participants, this is still 
an expensive process.  Since computing the divergence of 
transition probabilities of two corresponding states in Eq.(2) 
depends on the alignment of all other states, dynamic 
programming cannot be applied.   

We resolved this by considering only self-transitions versus 
out-going transitions when comparing transition probabilities.  
More precisely, 
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There is an intuitive interpretation for this modification.  By 
merging all out-going links, we preserve the essential difference 
between a monologue versus an interactive conversation while 
reducing the variations of specific speaker ordering.  With this 
modification, the lowest KLD bound can be computed as a 
shortest path problem using dynamic programming. 

A similar problem occurs when computing KLD for two 
mixture densities. Assuming all components have equal weights 
and variances, we approximate this by the averaging distances of 
the closest codebooks between the two states 
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Finally, when models have different number of states, the 
state mapping function )(im  would be undefined for unmatched 

Figure 1 – Meetings are represented by HMMs with a 
number of speaker states (shade coded) with emission
probabilities defined over feature space, and transition 
probabilities (shown as arrows) among the states.  Meeting 
similarity is determined by comparing two HMMs.
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states.  Unfortunately, no bounds can be derived for Eq.(1) in 
those situation.  In our solution, a cost of iv1  is added.  When 
states correspond to speakers, this cost discriminates between 
one meeting with person A, B, C from another with A, B, C and 
D.  The presence of D must be accounted for even when the 
states A, B, and C match perfectly. 

2.3  Dynamic Relevance Evaluation 
The formulation in the previous section suggests an intuitive 
solution for adjustable weighting by user input.  Since the 
divergence can be computed separately for the transition and 
emission probabilities, applying a weighting to each portion 
determines the relative importance between the static and 
temporal components of the models.  Therefore, we define 
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Function )(* im is the best alignment mapping from M1 to M2, 
and )('

* jm is the reverse mapping.  The divergence is computed 
in both directions to make the measure symmetric. Parameterα  
controls the relative importance between similarity in overall 
static distribution, JB, and similarity in temporal characteristics 
of distribution changes, JA.  When 1=α , the system should 
retrieve meetings with similar participants regardless of the 
types of meeting.  When 0=α , similarity is judged only by 
meeting style.  Any values in-between should weigh these 
factors appropriately with 5.0=α being the default comparison 
that weighs both components equally. The appropriate weighting 
can be adjusted interactively by users to refine their queries or 
learned using relevance feedback.  Figure 2 shows an example 
interface with these three preconfigured setting where each 
highlighted link triggers a different search. 

3.  EXPERIMENTAL RESULTS 
The system was tested on recordings of group meetings and 
presentations captured by an automated meeting recording 
system. Since evaluation of meeting relevance is subjective, it is 

difficult to perform a quantitative analysis. We designed an 
experiment to verify the intended behavior of the system.  A 
control set of four recordings totaling 6 hours of video were 
selected to represent 4 distinct categories.  Two were weekly 
meetings for group A and B, and two were talks given by a 
member of group A and B.  The group meetings (D) tend to be 
highly interactive with equal participation; while presentations 
(P) tend to be dominated by a single speaker.  We denote the 
four categories as {AP,BP,AD,BD}.  Each recording class is 
time-compressed by randomly sub-sampled 10 times at two 
second granularity with a probability of 0.3 to create a total of 
40 test meetings.      

A 20-dimensional feature vector was used, composed of 
order 10 MFCC and first derivatives computed over 25ms 
windows on voiced segments.  A rough approximation to 
unsupervised speaker identification is provided by clustering on 
speaker locations provided by our automated recording system 
[9].  We assumed the number of speakers was known.  Using the 
cluster ID, the audio vectors were labeled and filtered using k-
nearest-neighbor to reduce noise. Then 16 codebooks were 
extracted for each cluster using LVQ.   Transition probabilities 
were estimated from the sequence labels.   

We evaluate the performance with different α  setting 
using each test meeting as query.  Since the mean average 
precision would be favorably biased on a small dataset, we 
measure the R-Precision, the number of correct recalls in the top 
R ranked items, where R is the number of relevant items in the 
database [12].  With 5.0=α , all 4 categories are well separated, 
as shown in Table 1.   

AD AP BD BP Total 5.0=α  
R=9 87.8% 92.2% 92.2% 100% 93.1% 

Table 1 - R-Precision with equal weighted similarity. 

When 0=α , we expect the presentations in class AP and 
BP would be merged.  Therefore, given a query in one of the 
two classes, the ideal ranking should place the other 19 cases 
ahead of other meetings belonging to AD and BD.  The 
precisions for R=19 are shown in Table 2.  The precision for 
combined classes AP and BP is 100%, and 76.3% for AD and 
BD.  The overall precision is 88.2%.  By ignoring speaker 
characteristics, the system dynamically created a presentation 
class and a group meeting class. 

{A+B}P {A+B}D Total 0=α  
R=19 100% 76.3% 88.2% 

Table 2 – R-Precision based on style similarity. 

Finally, we applied 1=α  to find meetings with similar 
participants.  It is obvious that it should at least retrieve the 4 
respective classes in the top ranks.  The question is whether it 
will group AD with AP, and BD with BP, since only one 
member in a group dominated in a presentation.  We computed 
the precision based on a 4-class grouping as well as a merged 
two-class grouping, shown in Table 3.  The system correctly 
recalled the instances of the original 4 classes reasonably well, 
averaging 88.1% precision in the top 9 ranked meetings.  If we 
consider the joined classes of group A and group B, a 70.7% 
precision is achieved in the top 19 recall. 

Figure 2 – Example interface of a meeting database. 
Highlighted links retrieve similar meetings under different 
criterion. 



AD AP BD BP Total 1=α  
R=9 87.7% 87.8% 85.6% 91.1% 88.1% 

A{D+P} B{D+P} Total 1=α  
R=19 73.2% 68.1% 70.7% 

Table 1 – R-Precision using speaker similarity. 

Overall, the system behaved consistently with our 
expectation.  As is the case with image retrieval based on visual 
similarity, a dynamically adjustable similarity criterion is a key 
element for building a more intelligent retrieval system based on 
relevance feedback or other learning paradigm to bridge the 
semantic gap.     

4.  RELATED WORK 
In recent years, numerous approaches toward content-based 
video retrieval have been proposed.  The area of research most 
relevant to this work is video query-by-example where the goal 
is to find videos in a database similar to a given video clip.  
Several systems have been developed based on different 
definitions of similarity and structural analysis techniques.  One 
of the earliest video retrieval systems QBIC is based on a direct 
extension of techniques developed for static images [6].  The 
standard approach today usually incorporates temporal ordering 
on the frame-based distance [4], or involves more complex 
audiovisual analysis within a segmentation hierarchy [10].  

The algorithm proposed in this paper solves issues not 
addressed by previous work.  First of all, the reliance on visual 
and semantic patterns provided by the domain context makes 
previous solutions inadequate for unstructured contents captured 
by an automated system.  Meeting videos typically do not have 
the level of visual variations required for shot segmentation and 
key frame extraction, which are necessary elements in these 
techniques.  Moreover, most meetings lack the rigid semantic 
structure of news broadcasts and salient motion patterns of 
sports videos explored by earlier work. Another difference is 
that previous work considers temporal information in a local 
window.  While a measure of local temporal similarity is useful 
for detecting a heated discussion or a person walking to a 
whiteboard, the overall style of interaction within a meeting is 
conveyed by the global characteristic of interaction.    For 
unstructured video such as meetings, the statistical tendency of 
temporal transitions is more important than the exact ordering of 
the sequence.  Therefore, an approach based on local sequence 
alignment such as dynamic time-warping is inappropriate.  None 
of the previous work considered a global measure of similarity 
of temporal characteristics for meetings and allow context 
adaptation by modifying the similarity criterion.   

Content-based retrieval is a multifaceted problem.  An 
effective system will undoubtedly involve more than one search 
strategy.  For retrieval of meetings, a variety of analysis 
techniques exist that extract keywords, topics, location, 
participant identity, etc [14].  There are also techniques that 
utilize turn-taking or other sequence information for meeting 
categorization. However, they typically train classifiers, such as 
HMMs, to identify predetermined categories or sequence events 
[7][11]. No model comparison was involved and dynamic 
categorization was not possible. In [2], an HMM was 
constructed to model each video frame, and model dissimilarity 

was used on a sequence of frames to identify segments and key 
frames.  None of these earlier works has used HMM for sample 
representation, and provided a similarity measure for model 
comparison in a query-by-example context, especially an 
adjustable one based on user context. 

5.  CONCLUSIONS 
We described a model-based system for meeting video retrieval 
that allows dynamic relevance ranking using an adjustable 
similarity criterion of participant information and interaction 
styles. HMMs provided an effective representation of speaker 
characteristics and turn-sequence information. An algorithm was 
developed to efficiently compute the divergence bound of 
HMMs.  The similarity measure can be adjusted to weigh the 
relative importance between stationary and temporal component 
in model comparison.  Experimental results showed that 
dynamic groupings consistent with our intuition can be formed 
and retrieved through a control parameter.  
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