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Abstract 
 

Speech enabled interfaces and spoken dialog sys-
tems are mostly based on statistical speech and lan-
guage processing modules. Their behavior is therefore 
not deterministic and hardly predictable. This makes 
the simulation and the optimization of such systems 
performances difficult, as well as the reuse of previous 
work to build new systems. In the aim of a partially 
automated optimization of such systems, this paper 
presents a formalism attempt for the description of 
man-machine spoken communication in the framework 
of spoken dialog systems. This formalization is partly 
based on a probabilistic description of the information 
processing occurring in each module composing a 
spoken dialog system but also on a stochastic user 
modeling. Eventually, some possible applications of 
this theoretic framework are proposed. 

 
1. 1. Introduction 

 
Speech enabled interfaces are becoming more and 

more present in our day-to-day life. Automatic phone 
call routing or voice dialing for example are becoming 
ubiquitous. Yet, speech and language processing are 
techniques based on statistical methods, errors are pos-
sible and the behavior of voice-based interfaces is 
therefore hardly predictable. In this paper, we propose 
a probabilistic framework for the description of the 
man-machine spoken communication.  

To do so, a man-machine spoken dialog will be 
considered as a sequential process in which a human 
user and a Dialog Manager (DM) are communicating 

using speech through speech and language processing 
modules (Figure 1). The role of the DM is to define the 
sequencing of spoken interactions and therefore to take 
decisions about what to do at a given time (providing 
information, asking for information, closing the dialog, 
etc.). A Spoken Dialog System (SDS) is often meant to 
provide information to a user; this is why it is gener-
ally connected to a knowledge base through its DM. 
The dialog is therefore regarded as a turn-taking proc-
ess in which pieces of information are processed se-
quentially by a set of modules and perform a cycle 
going from the DM to the user and back. At each turn t 
the DM generates a communicative act set at according 
to its internal state st and corresponding to its decision 
about what to do in that state. This act set is then trans-
formed into a linguistic representation lt (generally a 
text) by a Natural Language Processing (NLP) module. 
The textual representation lt serves as an input to a 
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Figure 1: Man-Machine Spoken Dialog 
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Text-to-Speech synthesizer (TTS) to produce a system 
spoken output syst. The TTS and the NLG modules are 
therefore spoken Output Generation modules. To this 
spoken solicitation, the user answers by a new spoken 
utterance ut according to what he could understand 
from syst, to his/her knowledge kt (about the task, the 
interaction history, the world in general) and to the 
goal gt s/he is trying to achieve by interacting with the 
system. Both spoken utterances syst and ut can be 
mixed with some noise nt. The noisy user utterance is 
in turn processed by an Automatic Speech Recognition 
system (ASR), which produces a written word se-
quence wt as a result and a confidence measure CLASR 
about this result. A Natural Language Understanding 
module (NLU) subsequently tries to extract communi-
cative acts (or concepts) ct from wt (possibly helped by 
CLASR). The NLU module also provides some confi-
dence measure CLNLU about this processing. The NLU 
and ASR sub-systems are Speech Input processing 
modules. The set {ct, CLASR, CLNLU} composes an ob-
servation ot which can be considered as the result of 
the processing of the DM communicative acts at by its 
environment. Therefore, the DM computes a new in-
ternal state st+1 according to this observation.  

The following paragraphs will use this description 
of a man-machine dialog as a base to build a probabil-
istic model.  

 
2.  Probabilistic Description 

 
From the point of view of the DM, the interaction 

can probabilistically be described by the joint probabil-
ity of the signals at, ot and st+1 given the history of the 
interaction:  
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In (1), the first term stands for the task model that 
helps building a new DM internal state thanks to the 
received observation, the second term stands for the 
response of the environment to the DM stimulation, 
and the third stands for the DM decision process. 

 
2.1. Markov Property and Random Noise 

 
In the case of a SDS, the Markov Property is met if 

the DM choice about the action at to perform at time t 
and its state st+1 at time t+1 are only relying on the state 

at time t and not of previous states and actions. From 
now on, the Markov Property will be assumed. It can 
anyway be met by a judicious choice of the DM state 
representation, which should embed the history of the 
interaction into the current state. Such a state represen-
tation is said informational. The same assumption is 
made about the environment. Moreover, the noise will 
also be considered as being random so as to have inde-
pendence between nt and nt-1. Eq. (1) then becomes:  
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2.2. Environment 
 
The term associated with the environment in (2) can 

also be written as: 
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where the t indices were omitted for the sake of clarity. 
This last equation links all the signals playing a role in 
the DM communicative acts processing by the envi-
ronment. There are terms associated with the output 
generation and input processing modules but also other 
terms related to the user. Before going further, some 
more assumptions can be made in order to simplify (3):  
• A gh one could think about sound level adapta-
tion, the actual spoken utterance sys is not dependent 
of noise. The perception of sys by the user can be de-
graded because of noise, but the generation process is 
not tuned according to it. 
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• T put processing is independent from the user’s 
goal g of course, but also from sys. Indeed, if the DM 
decision can be responsible for some tuning (i.e. load-
ing ASR grammars etc.), the spoken realization sys of 
the communicative acts is not responsible for any tun-
ing of the input processing modules. 
• T signal does not rely on the DM communicative 
acts a and state s. Indeed, the communicative acts are 
transmitted to the user through sys.  
• A goal modification can only occur because of a 
user’s knowledge update that happens thanks to the 
last system utterance sys.  
• The DM acts a don’t influence the knowledge up-
date. Indeed, from the user’s point of view, they are 



only conveyed by the last system utterance. 
From this, (3) becomes:  
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2.3. User 

 
In (4), the terms associated to the user are:   

( ) ( ) (
44 344 213214434421

anceUser UtteronModificati Goal UpdateKnowledge

 n,sys,k,g|uPk|gPn,s,sys|kP ⋅⋅ . (5) 

They express the existing relation between the 
user’s speech production process and his/her goal and 
knowledge, themselves related to each other. Besides, 
the knowledge can be modified at any time through a 
system utterance. Yet, this modification of the knowl-
edge is incremental and depends on the last system 
utterance (which might be misunderstood, and espe-
cially in presence of noise) and the previous user’s 
knowledge state. Thus, one can also write:  
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where k- stands for kt-1. The simplifications in (6) come 
from the fact that the current noise (since it is supposed 
to be random) cannot influence the correspondence 
between the previous knowledge and system state. In 
the same way, the current system utterance doesn’t 
affect the previous knowledge state. This relation be-
tween the update of the user’s knowledge and the sys-
tem state can be easily related to the grounding process 
occurring during human-human dialogs [1]. From (6) 
one can notice that, similarly to the SDS, which relies 
on a state update, the user’s behavior relies on his/her 
knowledge update. Yet the system and the user do not 
rely on the same state space and this is the source of 
possible misunderstandings between the user and the 
system and vice-versa. 

 
2.4. Input Processing 

 
The term related to the input processing in (4) can 

also be factored as: 
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In (7), the last equality is obtained by assuming that 
the NLU process doesn’t rely on the acoustics but only 
on the ASR results, which result themselves from a 
maximization process. 

 
2.5. Output Generation 

 
The output generation subsystems include the NLG 

and the TTS modules. The output generation term of 
(4) can therefore be factored as: 
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Here, it is assumed that the DM act and state don’t 
influence the TTS process but only the text l generated 
by the NLG module. Generally, one text l corresponds 
to only one synthesized utterances sys so the summa-
tion over all possible texts in (8) is not required. 

 
3. Possible Uses of the Framework 

 
This probabilistic framework helps in identifying 

the different stochastic variables influencing the func-
tioning of SDS modules. It can be used in several ap-
plications related to SDS design such as strategy 
evaluation and validation or optimal strategy learning. 
Indeed, a model showing the same probabilistic prop-
erties could replace each SDS module for simulation 
purpose. To do so, a way to estimate the probabilities 
occurring in the different abovementioned equations is 
required.  

 
3.1. Probability Estimates 

 
The development exposed in section 2 allows dis-

uniting the probabilities related to the different mod-
ules composing a SDS. In a certain extent, it also al-
lows building task-independent models for some par-
ticular modules like the ASR system for example, as 
proposed in [2]. This method could be used to estimate 
the ASR related term of (7): 
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Indeed, the couple (a,s) often determines the con-
textual Language Model (LM) used for speech recog-
nition and therefore, a method for estimating ASR per-
formances according to a given LM is suitable.  

On another hand, the user behavior described by (5) 
and (6) implies different probabilities that are quite 
difficult to estimate from experience or corpora. Yet it 
could be modeled thanks to simpler probabilities like 
proposed in [3] where a Bayesian-Network-based 
(BN-based) approach to user modeling is proposed. 
Therefore, other simpler probabilities could be esti-
mated on corpora or assessed by experts. This BN-
based user model is also used as a classification tool to 
simulate the NLU part of (7): 
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Finally, the NLG term of (8) should be used to 
model errors in the transmission of the concepts em-
bedded in a. This generally occurs because of bad ref-
erences in the generation of pronouns or anaphora. 
Therefore NLG errors only arise when referring to 
already referred subjects. It is proposed to add an am-
biguity parameter ξ ∈ [0,1] modifying the meaning of 
a sys when a refers to a subject already mentioned in 
the conversation. If ξ is non zero, a might be mis-
matched with another a´: 

( )( ) ( )( ) ξ  and  ξ1 =′=−== s,a|aflPs,a|aflP  (11) 

This mismatch results generally in a user misunder-
standing but it is due to an ambiguity in the generated 
sentence. 

 
3.2. Simulation, Validation and Optimization 

 
During the design process of a SDS, it can happen 

that some modules have to be tested and validated 
while the others are simply not available. For example 
the dialog manager can be evaluated without a human 
user or all the other artificial modules. Moreover, the 
validation of a SDS in real conditions is time-
consuming. Thus, replacing some modules by their 
probabilistic model is desirable. There exist previous 
examples of dialog simulation for evaluation purposes 
like in [4] where it is proposed to model the user’s 
behavior to rapidly evaluate the quality of a dialog 
manager strategy.  

The substitution of one or several modules by their 
probabilistic model can also be interesting for auto-
matic learning of optimal dialog strategies by means of 
unsupervised learning techniques like initially pro-
posed in [5]. Results of the application of the exposed 

probabilistic framework to the problem of dialog man-
agement optimization can be found in [3].  

 
4. Conclusion and Perspectives 

 
In this paper, a probabilistic framework for the de-

scription of man-machine spoken communication is 
described.  It is based on the processing cycles of the 
information by the different modules composing a 
Spoken Dialog System and by the human user. From 
this framework, a behavioral modeling of each sub-
module is possible as well as at a global level thanks to 
several parameter estimations. Some ways to estimate 
those parameters have been given and some possible 
uses of this framework, such as evaluation and auto-
matic optimization of SDS subsystems were also pro-
posed.   

In the future, man-machine interfaces will probably 
rely on multimodal communication and not only on 
spoken communication anymore. Stochastic modeling 
of such interfaces could help in designing more user-
friendly interfaces according to some objective and 
subjective criterion by enabling prior testing and 
evaluation. The description exposed in this paper could 
be a starting point for a more general man-machine 
communication formal description. 
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