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ABSTRACT

Dominant motion estimation in video sequence is a task that
must be often be solved in Computer Vision problems but
involves a high computational cost due to the overwhelm-
ing amount of data to be treated when working in image
domain. In this paper we introduce a novel technique to
perform motion analysis in video sequences taking advan-
tage of the motion information of MPEG streams and its
structure, using imaginary line tracking and robust statistics
to overcome the noise present in compressed domain infor-
mation. In order to demonstrate the reliability of our new
approach, we also show the results of its application to mo-
saic image construction problem.

1. INTRODUCTION

Compressed domain analysis has been a widely studied topic
since the emergence of the MPEG standards. Many applica-
tions have been presented along last decade, covering a sig-
nificant range of problems [1]. Compressed domain analy-
sis helps improving the performance of algorithms by using
precalculed data obtained from the streams. In this paper we
present a new approach to estimate dominant motion from
sequences using the MPEG motion vector field and we ap-
ply it to mosaic images construction from video sequences.

Algorithms for the construction of mosaic images con-
sist of two main steps: registration, i.e. estimating the trans-
formations between every pair of consecutive frames of the
video, and mosaic construction, i.e. the synthesis of the mo-
saic image from the previously estimated transformations
and the frames of the video. There are many classical meth-
ods like robust optical flow [2] and parametric methods [3]
used in order to obtain the homographies between every pair
of consecutives frames. It must be remarked that we process
fixed-camera sequences in order to avoid parallax. All these
methods operate in the pixel domain: they require calculat-
ing the optical flow between each pair of consecutive frames
to later retrieve their associated transformation, a step that
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involves high computational cost. On the other hand, the
MPEG streams contain local motion information that is al-
ready calculed[4], the MPEG motion vector field. However,
the motion information provided by the MPEG streams can
be noisy or inaccurate due to moving objects and compres-
sion mechanisms.

Our method uses this MPEG motion information in or-
der to avoid the loss of performance introduced by the image
domain operations, applying robust statistics to overcome
the noisy samples that may exist in the MPEG streams. The
advantadges of using the compressed stream are twofold.
In one hand, video sequence has not to be fully decom-
pressed because only the motion information is necessary
to retrieve the transformations. Secondly, avoiding the im-
age domain operations allows to achieve online mosaic im-
ages construction algorithms. In addition to this we use
the structure of the MPEG frames, presenting a simple but
powerful idea based on line tracking that yields a novel
way to estimate parametric descriptions of motion between
consecutive frames, resulting in a robust real time aproach
that can be used as a basis to be applied along with fur-
ther higher level analysis like, for instance, automatic soccer
analysis [5, 6, 7], achieving a considerable speed-up using
our method.

2. THEORETICAL APPROACH

We have developed a new method for registering sequences
based on tracking imaginary straight lines retrieved using
the fixed-grid structure of the MPEG frames macroblocks
and their associated motion vectors. The data obtained us-
ing our approach is affected by noise and outliers, but we ap-
ply a high breakdown point robust estimator, the vb-QMDPE
[8], to ovecome this fact. Succinctly, we have an initial set
of points describing lines over the reference frame and we
track these points in the target frame. Using the correspon-
dences of these lines we can extract the projective transfor-
mation that relates both frames.

We stress that our aproach uses I and P frames only in
order to build the mosaic image. This is important because
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in addition to the mentioned improvements in terms of cost,
we use only about 40% of the frames of a sequence (de-
pending on the structure of the GOP). When registering a
video sequence we take advantadge of the motion informa-
tion provided by the stream whenever available (estimating
transformations from [I, P ] or [P, P ] pair of consecutives
frames). Otherwise, when having a [P, I] pair we inter-
polate the transformation using the previous and posterior
calculated transformations to overcome the lack of motion
information of the I-Frames.

2.1. Straight Lines Tracking

For the purpose of retrieving the homography between two
frames we have taken advantadge of the MPEG structure
and data as well as a theorem that states that projective
transformations keep straight lines [9].

Having two frames, the processed frame and its refer-
ence frame (Ii+1 and Ii, respectively) our aim is to obtain
two sets of features that represent six imaginary straight
lines in both the reference and the actual frame. The relation
between the two sets of lines must be the existing motion
between the pair of frames, so as to achieve that, we take
advantage of the MPEG data structure, selecting as initial
features f in the actual frame the top-left points correspond-
ing to three different rows and columns of macroblocks, as
seen in Figure 1a. Therefore we have six straight lines R =
[r1, · · · , r6] called control lines where ri = (a/c, b/c, 1)T =
(t, u, 1)T corresponds to a straight line of equation:

ax + by + c = 0 (1)

and each ri is determined by a certain amount of image
points fij (depending on the frame size) corresponding to
the top-left positions of macroblocks, ri ⊂ {fij}.

We want to compute the homography that relates the
transformation between the frame Ii+1 and the frame Ii.
Following the straight lines theorem mentioned previously,
features {fij} for each straight line ri in the frame Ii+1

should also represent a straight line r′i in the reference frame
Ii. We first find the transformed features of frame Ii+1 in
Ii by means of the MPEG data and its structure. The corre-
sponding features {f ′ij} in Ii are the positions of the points
{fij} with their associated MPEG motion vector added. As
result, we have a set of features {f ′ij} that describe 6 straight
lines r′i = [r′1, · · · , r′6], where each r′i = (t′, u′, 1) is the
transformed straight line ri. In Figure 1 we can see the set
of features F and its corresponding features F ′ after obtain-
ing the corresponding motion vectors.

Finally, we must find the six straight lines that best fit
F ′ in Ii. We must use not all the features of F ′, not only
two (two features f ′a and f ′b would define a line, but one
of them or both could be outliers). However, as seen in
Figure 2b, F ′ might contain a high percentage of outliers,

(a)

(b)

Fig. 1. a) Initial features F in frame Ii+1. b) The corre-
sponding features of a), F ′, in frame Ii using the extracted
motion vectors: we can see that the estimations are affected
by the moving objects (the players) and for the superim-
posed scoreboard.

often more than 50% due to the moving objects and noise
introduced by the MPEG compression, making traditional
Least Squares approach unappliable. For this reason, we
use the variable bandwidth QMDPE[8], a high breakpoint
estimator, retrieving correct fits when having up to 80% of
outliers. Estimation results using the vb-QMDPE are also
shown in Figure 2b.

2.2. Homography Estimation

Once the six transformed lines R′ = [r′1, · · · , r′6] in the
frame Ii are obtained, the mentioned homography theorem
[9] is applied in the following way:

r′i = (H−1)T ri (2)

where ri = (t, u, 1)T and H is the homography represented
by a non-singular 3× 3 matrix:

H =




h11 h12 h13

h21 h22 h23

h31 h32 1


 (3)

Switching left with right in Equation (2) we obtain:

ri = HT r′i (4)



(a) (b)

Fig. 2. Image (a) shows the initial features F and straight lines retrieved from the MPEG structure and (b) contain the features
plus their motion vector F ′ and the line estimation results using vb-QMDPE . The outliers that make a Least Square approach
unfeasible are highlighted in (b).

Therefore, each line correspondence in the plane pro-
vides two equations for each one of the 8 unknown entries
of H:

t(h13t
′ + h23u

′ + 1) = h11t
′ + h21u

′ + h31 (5)
u(h13t

′ + h23u
′ + 1) = h12t

′ + h22u
′ + h32

It is necessary to find at least four line correspondences
to define a unique projective transformation matrix, up to a
scale factor. However, six lines have been used in order to
make the estimation more robust because video sequences
are very likely to contain multiple variable size moving ob-
jects. The equations of (5) can be rearranged in matrix form,
obtaining the following equation system:




t′i 0 −tit
′
i u′i 0 −tiu

′
i 1 0

0 t′i −uit
′
i 0 u′i −uiu

′
i 0 1

...
...

...
...

...
...

...
...



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
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= B

where B is equal to:

B =




ti
ui

...




Finally, the solution of the above system equation, found
using a robust method (Least Median Squares[10]), yields
the homography that relates the transformation between the
frames Ii and Ii+1. This procedure is performed for each
pair of related I or P frames of the MPEG sequence until
we process the whole sequence.

3. EXPERIMENTAL RESULTS : MOSAIC IMAGE
SYNTHESIS

For test purposes, we have applied our approach to mosaic
images construction. This problem is perfect to test the ro-
bustness and accuracy of our algorithm because a single
misestimation involves an error that is propagued along the
sequence. The procedure followed is next explained and re-
sults of mosaic images of video sequences are shown in Fig-
ure 3, and in Figure 4 we can see some frames of the used
sequences. Once the whole sequence has been processed
all the transformations between related frames are available.
However, in order to build the mosaic image all the frames
must reference the same initial frame. For this reason, we
calculate firstly the cumulative transformation of each frame
with respect to the reference frame, in our case, the first
frame of each sequence. This task is carried out by multi-
plying the transformation matrices leftwise:

H11 = I3×3 (6)
H12 = H11H12

H13 = H11H12H23 = H12H23

...
H1n = H11H12H23 · · ·Hn−1n = H1n−1Hn−1n

where Hij is the homography between the frames Ij and
Ii (the cumulative transformation between the frames). In
order to construct the final mosaic we transform each frame
using its corresponding cumulative transformation and we
apply a mean or median operator in order to obtain the mo-
saic using the whole transformed frames. Online real time
mosaics are obtained using the actual frame to build the mo-
saic instead of using the median or mean operator.



Fig. 3. Results of the construction of mosaic images in com-
pressed domain using our approach.

Fig. 4. Some frames from the sequences used to test the
construction of mosaic images in compressed domain using
our approach.

4. CONCLUSIONS

We have developed a new method to register video sequences
and obtain parametric descriptions of the existing motion
using motion data available from the MPEG streams. The
contributions of our method with respect to the traditional
approaches are many. In one hand we achieve a significant
improvement in terms of computational cost when compar-
ing our approach with existing pixel domain techniques. On
the other hand, the use of imaginary lines from the MPEG
motion vector field structure and robust estimators gives our
approach plenty of reliability, overcoming the inaccuracies
and noise that exist in MPEG data. In addition to this, the
use of compressed domain data allows us to estimate mo-
tion in sequences with frames of large dimensions, because
the number of motion vectors to handle is far lower than the
amount of pixels in the traditional image domain techniques
(1:64).

We emphasize our dedication to the robustness of the
method. We have taken many measures and used several

robust estimators (vbQMPDE and LMedS) in critical parts
in order to make our approach reliable although we use in-
formation from the compressed domain. As a result, our
method has been applied to construct mosaic images with
excellent results, proving that is a reliable technique to work
as a basis for further analysis in problems where dominant
motion must be estimated and yields the possibility to de-
velop online real time systems thanks to the saving of com-
putational cost of our approach.
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