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ABSTRACT
It is well recognized that novel computational models, devices and
technologies are needed in order to sustain the remarkable advance-
ment of CMOS-based VLSI circuits and systems. Regardless ofthe
models, devices and technologies, any enhancement/replacement to
CMOS must show significant gains in at least one of the key met-
rics (including speed, power and cost) for at least a subset of ap-
plication domains currently employing CMOS circuits. In addition,
effective defect tolerant techniques are a critical factorfor the suc-
cessful adoption of any new computing device due to the fact that
nano-scale structures will have defect rates much higher than today’s
CMOS chips. The task of identifying application domains that could
benefit the most from a new model/device/technology and ensuring
that the resultant system meets functional requirements inthe pres-
ence of defects requires synergistic efforts of physical scientists, and
circuit and system design researchers.

This paper contains a collection of three contributions–each focus-
ing on one particular emergent technology–presenting a basic intro-
duction on the technologies, some of their unique features in con-
trast with CMOS, potential application domains for these technolo-
gies, and new opportunities that they may bring forward in defect
tolerance design. The contributions include both traditional and non-
traditional state representations which use either electronic or mag-
netic interactions.

1. CMOL AND COUSINS: HYBRID
CMOS/NANO CIRCUIT FAQS

Konstantin K. Likharev

Q: What is CMOL?
A: The basic idea of hybrid CMOS/nanoelectronic circuits is to

complement the CMOS stack with a few-layer nanoelectronic add-
on (Fig. 1a) in the form of a nanowire crossbar (Fig. 1b). Thisidea
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may be traced back at least to the pioneering paper by J. Heathet al.
[19]; however, the authors of that work and several following works
in which this concept has been developed (see, e.g., reviews[10,
37, 53]) have assumed the use of relatively complex, three-terminal
nanoelectronic devices whose integration is still well beyond reach.
The current stage of the hybrid circuit idea development (started in
2003 [33, 39], but having evolved substantially until the late 2005
[34,37,59]) is focused on hybrid circuits which do not use any active
nanoelectronic components beyond similar, simple (two-terminal),
bistable devices (Fig. 1c) formed at each crosspoint simultaneously
with the crossbar patterning.

Q: What are the main options for crosspoint device implementa-
tion? Does the acronym “CMOL” imply using molecular devices?

A: The answer to the latter question is NO. This (admittedly, mis-
leading) term was coined in 2003, when molecular electronics seemed
the only option for the implementation of crosspoint devices. By
now, two-terminal crosspoint devices with the necessary “latching
switch” functionality (Fig. 1c) have been demonstrated using a
broad variety of materials and fabrication techniques - see, e.g. Refs.
[27, 65] for recent reviews. For most of them, the device-to-device
reproducibility (which is, of course, necessary for integration) has
not yet been documented; however, there are notable exceptions. For
example, I. G. Baeket al. [3] have demonstrated a few-percent re-
producibility of the effective ON resistance of metal-oxide-based de-
vices, while A. Chenet al. [6] have reported a (still acceptable)∼
30% r.m.s. spread of ON currents in copper-oxide-based junctions.
Even more promising, J. Billenet al. [4] have achieved∼7% and
∼20% r.m.s. scattering of the, respectively, OFF→ON and ON→OFF
switching thresholds in (relatively thick) Cu-TCNQ layers, whereas
S. Jo and W. Lu [21] have reported a∼10% spread of the OFF→ON
switching voltage in amorphous-Si-based devices.

The apparent bistability mechanism in all these devices is reversible
field-induced drift of cations in amorphous oxide matrix, leading
to conducting filament formation and dissolution. Preliminary es-
timates show that this physics may give reproducible devices all the
way toFnano ∼ 10 nm; after that other materials may become neces-
sary, for example specially designed molecular self-assembled mono-
layers (“SAMs”) with the atomic-reconfiguration [11] or single-elec-
tron [15,33,39,43] bistability mechanisms. The recent revolutionary
breakthrough [2] in reproducible SAM fabrication gives every hope
that these devices may be integrable.

Q: Any other components you need?
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Figure 1: (a) The general idea of a hybrid CMOS/nanoelectronic
circuit, (b) the nanowire-crossbar add-on, and (c) the required
I − V curves of the two-terminal crosspoint devices (schemati-
cally).

A: The only other key ingredient of the current generation of hy-
brid circuits is an area-distributed interface between theCMOS stack
and nanowire crossbar, using cone-shaped vertical plugs (“pins”, see
Fig. 1a), instead of peripheral interfaces discussed in earlier publi-
cations. A major trick here is the rotation of the crossbar bya certain
angle with respect to the interface pin mesh [33, 34, 37, 39],which
gives the CMOS subsystem a unique access to each nanowire and
each crosspoint nanodevice, even if the crossbar half-pitch Fnano is
much less that the CMOS half-pitchFCMOS .

Q: The CMOL concept implies a patterning technology with nano-
scale resolution. If such technology is on hand, why not use it for
further CMOS scaling, instead of the hybrid circuit fabrication?

A: First, each layer of the nanowire crossbar requires only one
simple pattern - a set of parallel lines. Second, the tolerated fluc-
tuations of the pattern dimensions are of the order ofFnano/3, i.
e. much larger than those which are required for fabricationof a
MOSFET with a minimum feature size ofFnano [1, 33]. Finally,
the line patterns do not need to be aligned with either each other or
the CMOS subsystem [35]. All these factors allow the use of such
advanced patterning methods as nanoimprint (see, e.g., [5,63]), as
well as maskless methods like EUV IL [5, 52] and block-copolymer
lithography [5,18] for crossbar fabrication - see, e. g., recent impres-
sive demonstrations of crossbars withFnano ≈ 15 nm [17,22].

Q: OK, the hybrids look relatively simple, but would still require
some research and development effort. Could this effort be justified?
How much advantage in system performance can the hybrid circuits
provide?

A: This issue has been addressed in several recent studies [16,28–
30, 38, 41, 42, 54–59, 62] in which the following systems havebeen
explored:

(i) CMOL memories (which are just a hybrid-circuit extension
of resistive memories [36, 44], with each bit stored in the internal
state of a certain crosspoint device - see Fig. 1c, but peripheral func-
tions embodied in the CMOS subsystem), may have the effective bit
area close to 4F 2

nano [57], eventually enabling terabit-scale integra-
tion [38].

(ii) CMOL reconfigurable (cell-FPGA-like) logic circuits [54,
56,59] may provide a density advantage of about 2 orders of magni-
tude over purely CMOS circuits of the same functionality,FCMOS

and power density, at comparable speed.
(iii) Though custom CMOL VLSI circuits have not been ex-

plored to any detail yet, there are preliminary indications[58] that
these circuits will have a lower advantage in density, but substan-
tially increased speed (again, at the same power).

(iv) Mixed-signal neuromorphic CMOL networks (“CrossNets”
[15,16,31,39,62]) may provide extremely high performancefor cer-
tain advanced information processing tasks such as patternclassifi-
cation (including ultrafast feature recognition [28]), and more intel-
ligent tasks, in particular those requiring in-situ training [29,30] and
global reinforcement learning [41]. While today such “cognitive”
tasks may be considered niche applications, there is a good chance
that in future they will form a new, fast growing IT market.

Q: Even after an additional effort, the crosspoint nanodevices may
not be 100% perfect. How defect-tolerant are CMOL circuits?

A: So far, only one defect type (equivalent to a stuck-at-open
fault) has been explored in detail. To such defects, properly designed
CMOL circuits are very tolerant, allowing∼10% of bad devices for
memories [57],∼20% for FPGA-like logic [54, 56, 59], and more
than 30% for some neuromorphic circuits [30]. However, sensitiv-
ity to other types of defects (e.g., stuck-at-closed faultsor nanowire
breaks) may be higher, and this issue has to be explored in more de-
tail.

Q: Your title mentions CMOL “cousins”. What exactly are their
differences from the generic CMOL circuits, and what advantages
and handicaps they may have?

A: Most notably:
(i) G. Snider and R. S. Willams have suggested [51] a simplified

version of CMOL circuits, dubbed FPNI, in which more space is
provided for the CMOS/crossbar interface, and crosspoint devices
are stripped of their role in logic, i.e. restricted to the reconfiguration
function. These circuits are easier for implementation, and may be
useful at the initial stage of hybrid circuit development, but have a
factor of∼3 lower density.

(ii) On the contrary, the “3D CMOL” circuits suggested by W.
Wang’s group [61] allow a two-fold increase of density in compari-
son with the original (“2D”) CMOL. Such “3D CMOL” circuit is ac-
tually a system of two CMOS chips bonded around a single nanowire
crossbar. One more additional benefit of such circuits is that their
component chips can be planarized at all levels, while the original
CMOL circuits cannot be planarized at the lower pin level. (This fact
does not prevent a plausible flow of their fabrication [35].)One of
challenges for the 3D CMOL implementation is whether chips may
be made sufficiently planar for nanoscale bonding, at acceptable cost.

Q: What are the CMOL scaling limits?
A: Apparently, the most fundamental limit to CMOL scaling is

quantum-mechanical tunneling between parallel nanowiresof the cross-
bar. Theoretical estimates show that the corresponding leakage cur-
rent becomes a forbidding challenge atFnano ∼ 2 nm (for air gaps
or very wide bandgap insulators). However, due to unavoidable gap
width fluctuations, the practical limit is probably closer to 3 nm.
Moreover, at the approach to this frontier, several other problems
become very serious, including:

(i) nanowire resistance growth due to electron scattering on grain
boundaries,

(ii) interconnect pin sharpness and position uncertainty,and
(iii) variations of the crosspoint device cross-section area.

This allows me to believe thatFnano ∼ 3 nm is the natural scaling
limit for CMOS/nanoelectronic hybrids.

Q: Any summary?
A: The practical introduction of CMOS/nano hybrids would pre-

serve (and further develop) all the huge technological and design in-
frastructure of semiconductor IC industry, whereas enabling an ex-
tension of the Moore’s Law by estimated 10 to 15 years beyond the
“red brick wall” faced by the evolutionary CMOS circuits [38]. Sev-
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eral challenges are still to be met before the industrial fabrication
of the hybrid circuits [35], but they seem substantially less serious
than those faced by any other post-CMOS integrated circuit technol-
ogy concepts. For the digital circuit design community, themain
current challenge is a thorough simulation of several representative
CMOL ASICs (in order to quantify their possible advantage over
CMOS circuits with the same functionality), and a detailed study of
their tolerance to a broad set of fabrication defects. (Bothtasks will
certainly require a more complex CMOL circuit design tools.) My
advice to analog circuit designers is to have a good look at the enor-
mous prospects offered, especially in the long run, by neuromorphic
CMOL networks [31,62]

Useful discussions of the issues considered in this paper with P.
Allen, J. Barhen, S. Das, A. DeHon, P. Franzon, D. Hammerstrom,
R. Karri, R. Kiehl, P. Kuekes, J. H. Lee, X. Liu, J. Lukens, X. Ma,
A. Mayr, V. Patel, N. Simonian, G. Snider, M. Stan, D. Stewart, D.
Strukov, Z. Tan, W. Wang, R. Waser, and R. S. Williams are grate-
fully acknowledged. The research work on CMOL at Stony Brook
was supported in part by AFOSR, DoD, FCRP (via FENA Center),
and NSF.

2. MAGNETIC QCA
Michael T. Niemier, X. Sharon Hu

2.1 Introduction
Magnetic logic based on coupled ferrite cores was originally pur-

sued in the 1950s, but was eventually replaced by semi-conductor
chips. The lithographically-defined nanomagnets that formthe basis
of this work (i) do not possess the disadvantages of the early, bulky,
ferrite core magnets, and (ii) can be arranged to form circuits within
the quantum-dot cellular automata (QCA) architecture scheme [20].
The initial description of a QCA device called for encoding binary
numbers into cells that have a bi-stable charge configuration. A QCA
cell would consist of 2 or 4 “charge containers” (i.e. quantum dots)
and 1 or 2 excess charges respectively. One configuration of charge
represents a binary ’1’ and the other a binary ’0’ [32]. Logical opera-
tions and data movement are accomplished via Coulomb (or nearest-
neighbor) interactions. QCA cells interact because the charge config-
uration of one cell alters the charge configuration of the next cell. In
a magnetic implementation of QCA (MQCA), charge configurations
are replaced with magnetic polarizations.

For MQCA, wires, gates, and inverters have all been experimen-
tally realized, they operate at room temperature [20], and [8] es-
timates that if1010 magnets switch108 times/second, they would
only dissipate about 0.1 W of power. When the drive circuitryis
included, [46] predicts that circuits could provide performance wins
over state-of-the-art, low power CMOS when considering energy de-
lay product1. Devices can scale and remain non-volatile provided
their size/shape remains above the superparamagnetic limit. How-
ever, binary state in nanomagnets with feature sizes below the super-
paramagnetic limit can be stable for around 1 ms [66] – long enough
to perform logical operations. Scaling can also decrease switching
times [66].

Application spaces could be abundant as MQCA devices shouldbe
low power and non-volatile, and any application that has these per-
formance requirements might benefit. Patterned thin-film nanomag-
nets are also similar in nature and compatible with the processing
of MRAM devices. For MRAM technology, the physical coupling
between neighboring magnetic bits is undesirable, but we attempt to

1While magnetic switching times are expected to be on the order
of 50-100 ps [20], extremely low switching energies could lead to
competitive EDPs.
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Figure 2: Cartoon representations of (a) a wire segment and (b) a
majority gate. Wire segments have been experimentally demon-
strated (c) as have majority gates (d).

use it to our advantage for MQCA. Moreover, the problem of setting
or reading a magnetic bit is similar for MRAM and MQCA: in both
cases the magnetization state of a nanometer-size thin-filmisland has
to be written and read. In other words, we will be able to capitalize
on advances made in magnetic data technology to address input and
output with MQCA.

Still, like any device with nanometer feature sizes, MQCA based
circuits could suffer from defect rates that are much higherthan those
for CMOS-based circuits. Thus, an MQCA-based circuit must not
only perform better for some computational task of interest(to justify
a technology transition), but realistically will need to doso with more
faulty components. Fabrication processes envisioned for MQCA are
similar to those for CMOS and fabrication variations shouldbe sim-
ilar as well. However, because MQCA devices process information
in different ways than CMOS devices, defect tolerance mechanisms
will be different. We study these issues here.

2.2 Background
Figs. 2a-b illustrate two important building blocks that would be

used to construct MQCA circuits. A wire (Fig. 2a) is just a line of
magnets that are antiferromagnetically coupled with each other. The
basic logic gate in MQCA is based on the majority voting function.
By setting one input of a majority gate to a logic ‘0’ or ‘1’, the gate
will execute anAND or OR function respectively. In MQCA, the gate
performs aninverting majority gate function (Fig. 2b). These struc-
tures have all been experimentally demonstrated at room temperature
(see Fig. 2c,d [20]).

The structures illustrated in Fig. 2c,d were tested with a clock that
took the form of a periodically oscillatingexternal magnetic field
that drove a system to an initial state, and then controlled the relax-
ation of the said system to a ground state. For example, a lineof
nanomagnets would begin in a logically correct, antiferromagneti-
cally coupled ground state. An external field turns the magnetic mo-
ments of all magnets horizontally into a neutral logic stateagainst the
preferred magnetic anisotropy (i.e. along a magnet’s hard axis). This
is an unstable state of the system, and when the field is removed, the
nano-magnets relax into a new antiferromagnetically ordered ground
state in accordance with the new input. [46] explored the useof cop-
per wires wrapped by ferrite on the sides and bottom to provide local
control of MQCA-based circuits. Nanomagnets would reside on the
wire surface.

2.3 Fault Tolerance
Per the discussion in Sec. 2.1, mechanisms for fault tolerance that

do not adversely effect system-level performance are essential. Here,
we discuss 3 ways to provide it for MQCA.

2.3.1 At the Circuit Level
Electron beam lithography (EBL) – used to fabricate the magnets

shown in Fig. 2 – can lead to fabrication variations such as bugles
(where a magnet’s aspect ratio is smaller than intended), edge rough-
ness, and to missing magnetic material (an edge or corner of amagnet
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Figure 3: Hclock vs. My for a 60x90 nm magnet with no fabri-
cation variation and a 60x90 nm magnet with a “slanted” edge.
Hclock required to null the slanted magnet is greater than that
for the perfect magnet.

is a common location). Of particular interest is how these fabrication
variations affect logical correctness – or more specifically, how the
magnetization (binary state) associated with a previous computation
is “removed”. This process is essential as it allows the nanomagnets
that make up MQCA circuit elements to be re-evaluated with new
inputs as discussed above. We can begin to answer this question by
leveraging the OOMMF simulation suite [12]

As an example, we consider a magnet with material missing from
one of its corners as well as a magnet with no fabrication varia-
tion. Of interest is the magnitude of the external field (referred to as
Hclock) required to “null” each magnet so that we can tip it to the op-
posite polarization by leveraging a local biasing field. (The same bi-
asing field was used for all three simulations). Results are illustrated
in Fig. 3. We consider the down-to-up transition of the misshapen
magnet first (see middle inset in Fig. 3). Note that a strongerexternal
field is required to null this magnet (approximately0.6 × 10

5 A/m
instead of0.5 × 10

5 A/m for the non-misshapen magnet). Magnetic
moments tend to align along a magnet’s edge. In this simulation, the
placement of the slant and the direction of the applied external field
help to reinforce the initial downward polarization (↓). For this same
reason, the up-to-down transition (see top inset in Fig. 3) can be ac-
complished when the magnitude ofHclock is lower (approximately
0.4 × 10

5 A/m). (Only the first portion of this curve is shown – i.e.
until the magnet is nulled – to improve graph readability.)

While the above suggests that increasing the current in a clock
wire (and hence the magnitude ofHclock) can help to ensure logical
correctness at the expense of energy efficiency, we still have to care-
fully consider how the external field is used to control logicgates
constructed with nanomagnets. Previous work has shown thatthe
state of a stuck at fault (for example) is determined by the previous
state of a group of magnets, the location of missing materialand the
direction ofHclock – and can change based on what inputs are ap-
plied [47].

2.3.2 At the Architectural Level
The most widely used mechanism for post-fabrication fault toler-

ance comes at the architectural-level in the form of reconfigurable

logic. We can apply this lever in MQCA-based systems as well.For
example, the PLA structure in [7] can be expanded to include more
rows and columns such that defective crosspoints and/or intercon-
nect can be avoided – increasing the probability that the desired set
of logic functions can be mapped onto the faulty PLA. However, for
MQCA, a larger PLA not only means a larger chip area, but also
more/longer clocking wires to control the logic and interconnect as-
sociated with it. Therefore, redundancy in an MQCA PLA provides
a way to trade power consumption for fault tolerance.

Consider the yield vs. fault rate study presented in [7]. This study
indicates that a yield of 90% is possible given a fault rate of10

−3 and
10% redundancy. However, if the fault rate increases to10

−2, 400%
redundancy is required. As seen in Sec. 2.3.1 increasing themagni-
tude ofHclock provides another level of flexibility to circuit design-
ers in terms of fault tolerance. However, increasing the magnitude of
Hclock can cause power to quadruple. Thus, from the standpoint of
performance and logical correctness, it is an interesting optimization
problems to determine the most effective usage of the above mecha-
nisms for fault tolerance. Together these techniques couldallow for
tolerance of a higher fault rate than can be achieved by either indi-
vidually. However, one technique might be sufficient to provide the
fault tolerance required to achieve a desired yield with thesmallest
increase in power.

2.3.3 At the Device Level
As seen so far, faults can result from the processes used to make

a magnet with a particular shape – which is very much a function of
various types of lithography. In Sec. 2.3.1, all simulations assumed
nanomagnets made from supermalloy. However, other magnetic ma-
terials can also be used as well. For example, [20] considered mag-
nets made with permalloy – a magnetic material with a higher sat-
uration magnetization (860 × 10

3 A/m versus800 × 10
3 A/m for

supermalloy [12], [9]). An advantage of the higher saturation mag-
netization is that a magnet can be considered to be a strongerdriver
(i.e. a stronger ’1’ or ’0’) which provides more local control over a
potentially defective device. However, a higher saturation magneti-
zation can also make a device harder to null (greaterHclock neeeded)
which will increase the overall system energy.

Like the material it is made from, a magnet’s shape might also
help to facilitate the implementation of robust circuit constructs (i.e.
a different shape might increase the flux density in another part of
the design). While obviously material and shape parameterscannot
be changed post fabrication, they represent other levers that one can
use to increase the probability of realizing an efficient andlogically
system.

2.4 Discussions
To date, our research efforts have focused on ensuring that all of

the components necessary for a computationally interesting, phys-
ically realizable system are in fact viable (e.g. means for cross-
ing signals with nanomagnets, moving data between adjacentclock
wire groups, etc.). We are now in the position to explore eachof
the aforementioned items in more detail to determine whether or
not physically realized structures can be both logically correct and
simultaneously offer performance wins over the state of theart in
CMOS. A fundamental step in this process is “looking up” to the
application-level to ensure that the more detailed solutions map well
to the dataflow/performance requirements for a subset of computa-
tional tasks and is the subject of ongoing work.

The authors gratefully acknowledge the support of the NSF under
grant numbers CCF06-21990, CCF05-41324, and CCF07-02705,as
well as the SRC NRI funded MIND center.
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Figure 4: Schematics of the integrated electronic-spin-wave cir-
cuit. The spin wave circuit receives information in the form of
voltage pulses, converts them into spin wave signals, makescom-
putation using spin waves, and provides the output in the form
of the voltage pulses.

3. MAGNETIC CIRCUITS WITH SPIN
WAVE BUS FOR DATA PROCESSING

Alexander Khitun, Mingqiang Bao, Kang L Wang

3.1 Introduction
As the perfection of the Complementary Metal Oxide Semicon-

ductor (CMOS) devices is rapidly coming to its end due to the ma-
jor challenges associated with power dissipation and manufacturing
complexities, there is a great deal of practical interest tothe imple-
mentation of novel nanometer scale devices and novel architectures
able to provide a route to further information processing rate en-
hancement. Spintronics is one of the possible approaches aimed to
exploit electron spin rather than electron charge as an information
carrier [48]. The information transmission among the spin-based de-
vices may be done naturally through quantum mechanical interac-
tions such as spin waves.

Spin wave is a collective oscillation of spins in an ordered spin
lattice around the direction of magnetization. The phenomenon is
similar to the lattice vibration, where atoms oscillate around their
equilibrium position. In our preceding works [24,25,64], we have de-
veloped the general concept of logic circuits with Spin WaveBus - a
ferromagnetic waveguide that can be used as a conduit for spin wave
propagation. There are several distinct features and key advantage
of using spin waves: (i) information transmission is accomplished
without electron transport; (ii) a bit of information can beencoded
into the phase of the propagating spin wave; (iii) a number ofspin
waves with different frequencies can be simultaneously transmitted
through the bus; (iv) the coherence length of the spin wave atroom
temperature may exceed tens of microns, which makes possible to
utilize spin wave interference to achieve logic functionality; (v) in-
teractions between spin waves and outside devices can be done in a
wireless manner, via a magnetic field.

3.2 Logic devices utilizing spin wave
interference

In Fig. 4, it is schematically shown an integrated electro-magnetic
logic circuit. It consists of the voltage-to spin wave converters, ferro-
magnetic waveguide structure, spin wave amplifier, and spinwaveŰto
voltage converter. The input data are received in the form ofvoltage
pulses (i.e. the input signal amplitudes of+1V and−1V correspond
to the logic states 1 and 0, respectively.) Next, the input information
is encoded into the phase of the spin wave. The conversion of the
voltage signal into the spin wave phase can be accomplished by the
microstrips. Depending on the polarity of the input signal,the initial

phase of each spin wave may have a relative phase difference of e.g.
π. Phases of “0” and “π” are used to represent two logic states 1 and
0. The spin waves propagate in the ferromagnetic waveguide struc-
ture designed to performed useful logic functions. An example of the
three-input Majority logic gate is shown in Fig. 4. Depending on the
relative phase of the spin waves, the amplitude of the resultant wave
can be enhanced or decreased, as a function of the number of waves
coming in- phase and out of phase. Finally, the result of the com-
putation is converted in the voltage pulse, and may be amplified by
conventional MOSFET to provide the compatibility with the external
circuits. By controlling the relative phases of the spin wave signals,
it is possible to realize different logic gates such as AND, OR, and
NOT in one structure. More detailed description of spin wave-based
devices is given in [23].

A first working spin-wave based logic circuit has been experimen-
tally demonstrated by M. Kostylev et al. [26]. The prototypedevice
was built on the base of a Mach- Zehnder-type spin-wave interfer-
ometer, where the relative phases of two spin wave signals were con-
trolled via the external magnetic field. The feasibility of aspin-wave
based NOT gate has been demonstrated experimentally. Spin-wave
logic exclusive-not-OR and not-AND gates based on the same struc-
ture have been also realized [50]. In our recent work [14], wepre-
sented another example of working spin wave device, where the rel-
ative phases of the spin wave signals are controlled by the direction
of the excitation current. Our experimental results have shown that
spin-wave devices exploiting spin wave interference may bescaled
to micrometer and nanometer scales.

3.3 Architectures with spin wave buses:
advantages and shortcomings

The implementation of the spin wave-based devices will require
special architecture solutions to benefit from the wave nature of the
magnetic waves. Majority gate shown in Fig. 4 is an example ofef-
ficient construction of logic gate exploiting spin wave interference.
A large number of spin wave of same frequency can be combined
in a waveguide structure. The waves coming in-phase interfere in
a constructive manner, and wave coming out of phase cancel each
other. The phase of the output signal corresponds to the majority of
signals coming in phase. In general, Majority logic is more power-
ful for implementing a given digital function with a smallernumber
of logic gates than CMOS [45]. For example, the full adder maybe
constructed with three majority gates and two inverters (3 magneto-
electric cells and 2 modulators) [13]. In contrast, a Boolean-based
implementation requires a larger circuit with seven or eight gate ele-
ments (about 25–30 MOSFETs) [60].

Another advantage to be used at architecture level is the ability to
transmit and process a number of signals in one structure at the same
time. Spin waves of different frequencies can be excited in trans-
mitted through the spin wave bus, where each frequency can beused
as an information channel. The experimental data on the excitation
and detection of the spin waves of different frequencies in nanometer
thick ferromagnetic film were presented in [13], and an example of
the multi-bit processor comprising converters, modulators and mag-
netoelectric cells arranged the spin wave bus is described in [23]. As
pointed out by T. Roska [49], there are some computational algo-
rithms, for example, those for image processing and speech recogni-
tion, that can be implemented more time efficient using wavesrather
than digital signals. As mentioned above, spin waves of different
frequencies can simultaneously excited, transmitted and modulated
in the same structure, resulting in the possibility of multi-bit parallel
processing. For example, image processing function labeling can be
done efficiently with O(logN ) time for any givenN×N image using
spin wave architecture, as compared with CMOS with O(N ) [40].
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The defect tolerance of the spin wave-based devices is defined by
the wavelength of the spin wave. The signal in the spin wave bus
is immune to any imperfection, which characteristic is muchless
than the wavelength. The width and the thickness of the spin waveg-
uides can be scaled down to several nanometers. However, there is a
tradeoff between scalability and defect tolerance. To scale down the
length of the logic gate, one needs to decrease the wavelength. At the
same time, the shorter wavelength signal becomes more sensitive for
structure imperfections. A wavelength of 100nm can be takenas a
benchmark, while the optimum value has to be found by taking into
consideration a particular material structure.

There are certain shortcomings associated with the use of spin
waves: (i) relatively low group velocity (1̃07cm/s), and (ii) short
decay time (about 1ns) for propagating spin wave at room temper-
ature. Spin wave dispersion depends on the waveguide geometry,
the strength of the bias magnetic field, and varies for different spin
wave modes. However, in the best scenario, spin wave signal is three
orders of magnitude slower and than the photons in silica or elec-
tromagnetic wave in a copper coaxial cable. These disadvantages
may be partially compensated by short (submicron) propagation dis-
tances. The time delay per logic gate can be estimated in the range
of 0.1–1.0 ns, and the maximum propagation length without amplifi-
cation is restricted by 5-10µm at room temperature.

3.4 Summary
In conclusion, the utilization of spin waves offers an original way

of implementing quantum-mechanical phenomena for information
transmission and processing. The main advantage of the proposed
approach lies in the ability of constructing logic gates with less num-
ber of devices than it required by using CMOS. There are disad-
vantages inherent to spin wave-based logic devices, which are low
propagation speed and high attenuation. In spite of these disad-
vantages, magnetic logic circuits may provide a substantial through-
put enhancement at the same or less level of power consumption in
comparison to CMOS-based circuits. Potentially, magneticcircuits
with spin wave buses may find applications as an interface between
electron-based and spin-based logic circuits and as a logicblocks for
general-purpose computing and special information processing tasks.
These points are summarized in Table 1.

Table 1: Compariing spin-wave with CMOS based logic devices.

Advantages Disadvantages
Multi-bit transmission Low signal

and processing propagation speed
Scalability Fast spin wave damping

Logic circuits with fewer
number of components

Compatibility with
CMOS technology
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