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ABSTRACT 
The performance of system-on-chip is determined not only by the 
performance of its functional units, but also by how efficiently they 
cooperate with one another. It is the on-chip communication 
architecture which determines the cooperation efficiency. Network-
on-Chip (NoC) is introduced to improve communication bandwidth 
and power efficiency. However, traditional metallic interconnects 
consume significant amount of power to deliver large 
communication bandwidths. Optical NoCs are based on silicon 
optical interconnects with significant bandwidth and power 
advantages. Optical routers are the key enabling components of 
optical NoCs. This paper proposed a novel optical router 
architecture, ODOR, for optical NoCs based on XY routing 
algorithm. We compared ODOR with four other router 
architectures, and analyzed three aspects in details, including power 
consumption, optical power insertion loss, and the number of 
microresonators. The results show that ODOR has the lowest power 
consumption and losses and requires the least microresonators. 
ODOR has 40% less power consumption, 40% less loss, and 52% 
less microresonator than the full-connected crossbar. Furthermore, 
ODOR has a special feature which guarantees the maximum power 
to route a packet through a network to be a small constant number, 
regardless of the network size. The maximum power consumption is 
0.96fJ/bit under current technology. We simulated a 6x6 2D mesh 
NoC based on ODOR, and showed the end-to-end delay and 
network throughput under different offered loads and packet sizes. 

Categories and Subject Descriptors 
C.1.2 [Processor Architecture]; C.5.4 [VLSI Systems]: 

General Terms: Performance, Design, Theory 

Keywords: Network on chip, optical interconnect, router 
architecture, microresonator, low power, loss 

1. INTRODUCTION 
On-chip communications are facing new challenges in the billion-
transistor system-on-chip (SoC) paradigm [1][2][3][4]. When the 
number of transistors in a single chip increases to billions or even 

larger numbers, traditional on-chip communication techniques for 
SoC face several issues, such as poor scalability, limited bandwidth, 
low utilization, and so on [5][6][7].  Networks–on-chip (NoCs) 
promise to relieve these issues by modern communication and 
networking theories. Many NoCs have been proposed, such as 
Dally’s NoC [8], SPIN [9], Nostrum [10], Æthereal [11], ASNoC 
[12] and etc. However, as semiconductor technologies continually 
scale the feature sizes down and the on-chip communications 
required by new applications increases, the conventional metallic 
interconnect is becoming the bottleneck of NoC performance with 
limited bandwidth, long delay, and high power consumption. 
Therefore, electronic NoC may not satisfy future bandwidth and 
latency requirement within the power consumption budget 
[13][14][22].  

Optical NoC is based on optical interconnect and is a promising 
candidate to overcome these limitations. Before applied to NoC, 
optical interconnect has demonstrated its strengths in multicomputer 
systems [15], on-board inter-chip interconnect [16], and switching 
fabrics in core routers [17]. Wavelength-division multiplexing 
(WDM) technologies use multiple wavelengths to provide larger 
bandwidth than a single wavelength, and optical time-division 
multiplexing (OTDM) technologies help to improve network 
utilization. Optical networks use circuit-switching-like transmission 
mechanism. Once a connection is established, the communication 
latency can be guaranteed.  

Optical routers are the key components of an optical NoC. 
Compared with electronic routers, optical routers are based on 
different switching principles and have different design constrains. 
For example, the basic switching elements in typical optical routers 
switch once for each packet instead of for each bit as in electronic 
routers. Different from metallic interconnects, optical waveguide 
crossings introduce non-negligible waveguide insertion loss. Recent 
progress in optical technologies, especially the development of 
microresonators, makes optical on-chip routers more realistic [18]. 
An optical microresonator is an integrated optical structure. It is a 
good candidate for very large scale integrated optoelectronic 
circuits. Microresonators can be fabricated on SOI substrate and is 
only 12 µm in diameter [19]. 

Several optical on-chip routers, which are based on 
microresonators, are proposed in literature. A non-blocking optical 
router based on a full-connected crossbar is proposed in [19]. Each 
port of the router is aligned to its corresponding direction to reduce 
the waveguide crossings. An optical router, λ-router, is proposed in 
[20]. λ-router is based on WDM technology and a passive switching 
fabric. An NxN router uses N wavelengths and multiple basic 2x2 
switching elements to realize non-blocking switching function. The 
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λ-router architecture prefers N to be an even number, so that all the 
components can be fully utilized. Another non-blocking router is 
proposed in [21]. It is based on a 2x2 switching element design to 
implement a 4x4 router. Since typical 2D NoCs use 5x5 routers, the 
4x4 router is augmented by extra ports for local injection and 
ejection. 

Dimension order routing algorithm has been favored by many NoC 
studies [23][24] [25][26][27], and is also called XY routing in 2D-
mesh and 2D-torus networks. In XY routing, each packet is routed 
first in X dimension until it reach the node, which is in the same 
column with the destination, and then along the perpendicular Y 
dimension to the destination. XY routing is a minimal path routing 
algorithm and is free of deadlock and livelock. In addition, it is a 
low-complexity distributed algorithm without using any routing 
table. These features make XY routing algorithm particularly 
suitable for NoCs, which require low latency and low cost at the 
same time.  

In this paper, we propose a new router, ODOR (Optical Dimension 
Order Router), for optical NoCs using XY routing algorithm. 
Compared with other routers, ODOR requires fewer 
microresonators, consumes less power, and has lower optical power 
loss. It has been designed to take advantages of the properties of XY 
routing. To save power and reduce optical power loss, the 
microresonators of an ODOR are active only when packets need to 
make turns. The ODOR architecture is presented in section 2. 
Detailed comparisons and analysis with other optical NoC routers is 
shown in Section 3. Section 4 analyzes the performance of a 2D 
mesh optical NoC using ODOR based on simulations. Section 5 
concludes the paper. 

2. ODOR ROUTER 
Optical routers are the key components of an optical NoC. They 
implement the routing and flow control functions. An optical router 
switches packets from an input port to an output port using a 
switching fabric, which is composed of multiple basic switching 
elements. 

 
       (a) crossing structure                  (b) parallel structure 

Figure 1. Structures of 1x2 switching elements using optical 
microresonators 

2.1 Basic Switching Elements 
ODOR is based on the optical microresonators. We use two 
structures, the crossing structure and parallel structure, to implement 
the basic 1x2 switching elements for ODOR, as shown in Figure 1. 
They both consist of two waveguides and one microresonator. The 
main difference is the positions of the waveguides. The 
microresonator has an off-state resonance wavelength λoff when the 
microresonator is powered off. λoff is determined by the material 
and internal structure of the microresonator. The switch time of the 
microresonator is small, and a 30ps switching time has been 

demonstrated [28]. When the microresonator is powered on, the 
resonance wavelength changes to the on-state resonance wavelength 
λon. The advantage of the parallel structure over the crossing 
structure is that there is no waveguide crossing insertion loss. If the 
wavelength of an optical signal is different from the resonance 
wavelength, it will be directed to the through port. Otherwise, the 
signal will be routed to the drop port. By powering on or off the 
microresonator, the basic switching elements can be controlled to 
switch a packet to either the drop port or through port. 

2.2 Traditional and Reduced Crossbars 
The switching fabric of an optical router architecture can be 
implemented using the traditional full-connected crossbar. An NxN 
optical router requires an NxN crossbar, which is composed of N2 
microresonators and 2N crossing waveguides. Figure 2 (a) shows a 
5x5 full-connected crossbar, which has the injection port and 
ejection port for traffics from and into a local tile besides four input 
ports and four output ports for each direction.  

 
       (a) full-connected crossbar               (b) reduced crossbar 

Figure 2. Traditional 5x5 crossbar switching fabrics 
The full-connected crossbar can be reduced for XY routing 
algorithm, because some turns are not required. For example, a 
packet will not make turns from south to east according to XY 
routing algorithm. Moreover, since U turns are not allowed, the 
turns that from one direction to itself can also be omitted. Figure 2 
(b) shows a 5x5 reduced crossbar topology for the networks using 
XY routing algorithm. Compared with the full-connected crossbar, 
the 5x5 reduced crossbar saves nine microresonators, but has the 
same number of waveguide crossings. It does not improve the loss 
or power consumption over the traditional crossbar. 

2.3 ODOR Architecture 
We proposed a new optical router architecture, ODOR (Optical 
Dimension Order Router), for optical NoCs based on XY routing 
algorithm. ODOR architecture is shown in Figure 3. It consists of a 
switching fabric and a control unit which uses electrical signals to 
configure the switching fabric according to the routing requirement 
of each packet. The switching fabric includes the input 
demultiplexers (DEMUXs), the ejection multiplexer (MUX), and 
the switching core. The microresonators (MRs) in the input 
demultiplexers and switching core are identical, and have the same 
on-state and off-state resonance wavelengths, λon and λoff. ODOR 
uses a single wavelength which corresponds to λon. 

There is an input demultiplexer for each input port of the four 
directions (East, North, West, and South). The demultiplexer is built 
from the basic 1x2 switching element, and uses the parallel structure 
to avoid waveguide crossing insertion loss. It separates the packets 
whose destinations are the current tile from those who pass through 
the current router. When a packet arrives at an ODOR router, if its 
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destination is the current title, it will be directed to the ejection 
multiplexer without entering the switching core; otherwise, it will 
be directed to the switching core where it is switched to one of the 
four directions. This separation scheme reduces the traffic entering 
the switching core and the complexity of the switching core. To 
reduce the worst-case accumulated insertion loss in a network, the 
drop ports of the 1x2 switching elements are connected to the 
ejection multiplexer. 
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Figure 3. ODOR architecture 

Since at any given clock cycle, only one input of the ejection 
multiplexer may have packets to be ejected into the current tile, only 
a passive multiplexer is required.  The passive multiplexer uses 
three Y branches. Each Y branch has a 14x8 µm2 footprint and 
0.3dB loss [29]. An alternative design uses three active 
microresonators. Compared with the alternative design, our design 
has less insertion loss, no control wires, and zero power 
consumption. 

The switching core implements a 5x4 switching function, and the 
full 5x5 switching function of ODOR router is implemented with 
the help of the input demultiplexers and ejection multiplexer. The 
switching core uses only eight microresonators and five 
waveguides. We can also replace the last microresonator on the 
waveguide for the injection port with a Y branch. Although this 
reduced the number of microresonators and save power, more loss 
will be encountered by packets which exit from the east port.  
Compared with the crossbars, it uses not only the basic 1x2 
switching elements with the crossing structure, but also those with 
the parallel structure to reduce the waveguide crossing insertion 
loss. Furthermore, the internal structure of the switching core is 
designed to avoid waveguide crossings. Both the switching core and 
input demultiplexers are controlled by the control unit. The control 
unit is built from traditional CMOS transistors and uses electrical 
signals to power on and off each microresonator according to the 
routing requirement of each packet. The control units of all the 
ODOR routers in an optical NoC use an electronic network to setup 
and maintain optical paths. 
ODOR architecture has an excellent feature. Regardless of the 
network size, the maximum power to route a packet through a 2D 
NoC based on ODOR is a constant number. As we will see in the 
following section, the constant number is very small and close to the 
average power consumption. This feature is especially helpful for 
large networks and network scalability. The feature is designed by 

avoiding any microresonator switching activity for routing packets 
between the two horizontal ports and the two vertical ports in the 
ODOR architecture. This means that at most three ODOR routers 
need to power on one microresonator each for any packet in a 
network of any size. 

For optical NoCs using XY routing algorithm, ODOR router is 
strictly non-blocking. This can be proved by listing all the possible 
cases. For example, when a packet is injected from injection port to 
the east port, it will not block packets from west to south, or west to 
north, or south to north, or north to south. Some cases are not 
allowed by XY routing algorithm, such as that turns from 
south/north to east/west. 

3. COMPARISON AND ANALYSIS 
We compared the ODOR architecture with the other four optical 
router architectures including the λ-router, full-connected crossbar, 
reduced crossbar, and router architecture proposed in [21], which is 
referred to as CR for clarity. We compared and analyzed three main 
aspects of the above router architectures, including the power 
consumptions, optical power insertion losses, and numbers of 
microresonators. Since NoCs using regular 2D topology require 5x5 
routers and the λ-router architecture supports the even number of 
input and output ports, a 6x6 λ-router is used in the comparison 
with one pair of idle input and output ports. 

The number of microresonators used by an optical router decides its 
area cost along with its floorplan. Lower number of microresonators 
indicates a lower chip cost by reducing die size and increasing yield. 
We compared the numbers of microresonator required to implement 
the five optical router architectures. ODOR uses the lowest number 
of microresonators, 12, which is 52% less than the full-connected 
crossbar (Figure 4). Compared with ODOR, the reduced crossbar 
uses just four more microresonators, but its power consumption and 
optical power losses are much higher as we will see. λ-router 
requires the highest number of microresonators mainly due to the 
multistage switching structure. Full-connected crossbar has the 
second largest number of microresonators. CR also requires a 
relative large number of microresonators because of the additional 
gateway accessing points to implement the 5x5 switching function. 
As for the ODOR architecture, the switching core only uses eight 
microresonators in addition to the four microresonators used by the 
input multiplexers for the directions. 

 
Figure 4. Numbers of microresonators 

Power consumption is a critical aspect of optical NoC design. For 
high-performance computing, low power consumption can reduce 
the cost related with packing, cooling solution, and system 
integration. Optical NoCs consume power in three ways. First, 
optical NoC interfaces consume power to generate, modulate, and 
detect optical signals. Second, optical routers consume power to 
route packets. Third, the networked control units of an optical NoC 
consume power to communicate and process routing information. 
We are concentrated on the second item and assume the five routers 
use the same networked control units and network interfaces for XY 
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routing algorithm. Since the λ-router uses WDM and a passive 
switching fabric, it requires extra units for wavelength selection or 
conversion, which the authors did not reveal the design details. Due 
to incomplete information, we could not compare the power 
consumption of λ-router with other routers. 

Due to the asymmetrical architecture of an optical router, a packet 
taking different input and output ports will require different amount 
of power to route it. To better measure the power efficiency of the 
optical routers, we analyzed the average power consumption of a 
router in the 6x6 2D mesh NoC. The average power consumption E 
is calculated using the equation (1). M is the total number of paths 
in a network. Ei is the power consumed on the i-th path when the 
bandwidth is B. Ri is the number of routers on the i-th path. 

                                           

1

M i
i

i

E
RE

M B

=

=
×

∑

                                      (1)             

 

We assume a moderate bandwidth of 12.5Gbps for each path in the 
network. An optical router needs to power on and off its 
microresonators to route packets. In the on state, the microresonator 
need a DC current and consume less than 20µW [19]. In the off-
state, no power will be consumed by a microresonator, if we ignore 
the small bias voltages to mitigate process variations. The power 
consumption of the microresonator is expected to decrease with 
continual improvement of its material and internal structure. 

 
Figure 5. Average power consumption (fJ/bit)  

The comparison result shows that ODOR has the lowest average 
power consumption, 0.96fJ/bit, which is 40% less than the two 
crossbar architectures. A further analysis shows that the maximum 
power consumption of ODOR in the network is also 0.96fJ/bit. This 
coincidence is due to most packets in a network based on ODOR 
needs the same amount of power to route and the limited precision 
of the two numbers hides the small difference. Regardless the size 
of a network, ODOR has a constant maximum power consumption, 
thanks to the optimized architecture. This can be proved as follows. 
According to the architecture, ODOR does not need to power on 
any microresonator for a packet traveling along a column or row. 
ODOR only powers on one microresonator when a packet enters a 
network from an injection port, turns from a row to a column, or 
exits the network from an ejection port. In the worst case, at most 
three microresonators are powered on to route a packet in a network 
based on ODOR, and this number does not change with the network 
size. This feature allows an optical network based on ODOR scales 
without worrying the power consumed by the additional routers on 
a longer path. In comparison, a network based on the other routers 
does not scale well. 

Optical power losses of an optical NoC decide its feasibility as well 
as the power consumption required by the NoC interfaces to 
generate, modulate, and detect optical signals. In our comparison, 
we considered two major sources of optical power losses, the 
waveguide crossing insertion loss and microresonator insertion loss. 
The waveguide crossing insertion loss is 0.12dB per crossing [19], 

and the microresonator insertion loss is 0.5dB [32]. Since the 
waveguides can be fabricated on different layers to avoid crossing 
[30], we only consider the waveguide crossings inside switching 
core which are hard to avoid. The waveguide propagation loss is 
only 0.17dB/mm [22], and we omit it because all the routers are 
compared in the same NoC. 

 
Figure 6. The best-case, worst-case, and average losses (dB) 

 

 
Figure 7. Average longest path loss (dB) 

Different input-output pairs of an optical router may have different 
losses. We compared the worst-case loss, best-case loss, and 
average loss of all possible cases (Figure 6). The ODOR 
architecture has the lowest losses in all the categories. ODOR has 
52% less best-case loss, 40% less average loss, and 41% less worst-
case loss than the two crossbar architectures. We also compared the 
average loss of the longest paths in the 6x6 2D mesh NoC (Figure 
7). ODOR still has the lowest loss in this comparison, which is 
5.16dB, while the two crossbars have the highest loss. ODOR has 
52% less average longest path loss than the full-connected crossbar. 

4. SIMULATION RESULTS 
We built a 6x6 2D mesh optical NoC using ODOR and XY routing 
algorithm, and studied its performance (Figure 8). The optical NoC 
consists of two overlapped networks, an optical network for large 
payload packets and an electronic network for control packets and 
small payload packets. Payload packets carry data and processor 
instructions, while control packets carry the network control 
information. The electronic network connects the control units of all 
the ODOR routers in the same topology as the optical network. In 
general, the topologies of the two networks can be different. For 
example, torus can be used for the optical network by adding a 
waveguide to each pair of end routers. The optical and metallic 
interconnects are all bidirectional. While the optical interconnects 
are 1-bit wide on each direction, metallic interconnects are 32-bit 
wide on each direction. In the optical NoC, processors generate 
packets independently and at time intervals following a negative 
exponential distribution. We used the uniform traffic pattern, i.e. 
each processor sends packets to all other processors with the same 
probability. The optical NoC is simulated using a network 
simulator, OPNET [31]. We assumed a moderate peak bandwidth, 
12.5Gbps, for each injection port. 12.5Gbps can be achieved by 
using a single modulator based on microresonators [28].  
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The performance of the optical NoC is measured in terms of end-to-
end (ETE) delay and throughput. The ETE delay is the average time 
between processors generating packets and the packets reaching 
destinations. It is the sum of the connection-oriented path-setup time 
and the time used to transmit optical packets. The throughput of the 
optical NoC measures the total throughput of the network under a 
given offered load. Offered load α can be calculated as in equation 
(2). 

                                      transmission

transmission gap

T
T T

α =
+

                           (2) 

Ttransmission is the time that a network spend to transmit packets, and 
Tgap is an exponentially distributed time between two packets. We 
simulated a range of packet sizes used by typical SoC applications, 
and use the 32-bit size for path-setup and acknowledge packets. 

 
Figure 8. A 6x6 2D mesh NoC based on ODOR 

The ETE delay under different offered load is shown in Figure 9. 
The network saturates at different loads with different packet sizes. 
The ETE delay is very low before the saturation load, and increases 
dramatically after it. For the 8B packets, ETE delay is 30ns before 
the saturation load 0.07, and goes up to 7 us after the saturation 
load. Packets larger than 8B have much higher saturation load. In 
XY routing algorithm, each payload packet corresponds to two 
control packets, one path-setup packet and one acknowledge packet. 
Under the same offered load, larger packets cause the network to 
use less control packets compared with smaller packets. Larger 
packets also have longer transmission times and cause longer inter-
packet arrival gaps compared with smaller packets under the same 
offered load. Long inter-packet arrival gaps can reduce network 
blocking during path setup. The combined effect makes larger 
packets suffer from less congestion, and hence have higher 
saturation loads than smaller packets. As the packet size increases, 
the difference between the ETE delay curves of adjacent packet 
sizes becomes smaller. The balance point is decided by the mesh 
topology, XY routing algorithm, and traffic pattern. Figure 10 
shows the network throughput under different offered load using the 
different packet sizes. The trend concluded from ETE delay can be 
obtained more clearly here. 

5. CONCLUSION 
We proposed a novel optical router architecture, ODOR (optical 
dimension order router), for optical NoCs which use XY routing 
algorithm. The paper compared ODOR with four other router 
architectures. The comparison results show that ODOR has the 
lowest power consumption and losses and requires the least 
microresonator. For example, ODOR consumes 40% less power, 

has 40% less loss, and requires 52% less microresonator than the 
full-connected crossbar. ODOR can guarantee the maximum power 
to route a packet through a network to be a small constant number, 
regardless of the network size. The number is 0.96fJ/bit under 
current technology. Furthermore, the maximum power consumption 
is very close to the average power consumption. We simulated a 
6x6 2D mesh NoC based on ODOR and XY routing algorithm, and 
showed the end-to-end delay and network throughput under 
different load and packet sizes, which are typically used in SoC 
applications. 
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