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ABSTRACT 
This paper describes an efficient hierarchical design and optimization 
approach for ultra-low power CMOS logic circuits. We introduce the 
Hierarchical Activity-Aware Time Slack Distribution (HA2TSD) 
algorithm, which distributes the surplus time slack into the most 
power-hungry modules hierarchically. HA2TSD ensures that the total 
slack budget is maximal and the total power is near-minimal. Based 
on these time slacks, we have optimized technology parameters 
(supply voltage, threshold voltage, and device width) through a gate-
level power optimizer and have tested the algorithm on a set of 
benchmark example circuits and building blocks of a synthesizable 
ARM core. The experimental results show that our strategy delivers 
over an order of magnitude savings in total (static and dynamic) 
power and reduces the optimization run-time significantly. 

Categories and Subject Descriptors 
B.7.2 [Integrated Circuits]: Design Aids-simulation. 
General Terms 
Algorithms. 
Keywords 
Low-power design, time slack distribution, and gate-level power 
optimization. 
 

1.  INTRODUCTION 
Recent advances in wireless networking technology and the rapid 
development of semiconductor technology have introduced new 
challenges in the design of portable devices such as personal digital 
assistants (PDAs). Power optimization for those embedded systems 
and power constrained mobile computing is an active area of research 
that has received considerable attention in most recent years. Delay, 
area and power trade-offs for complex systems require the use of 
advanced algorithms and EDA tools. To achieve excellent power and 
performance results, future EDA tools must harness the combination 
of technology parameters, i.e., multiple supply voltages (Vdd), 
multiple threshold voltages (Vth), and transistor resizing (W). By 
combining the optimization strategy with the on-the-fly technology 
parameter scaling, designers and EDA tools can fully explore the 
design space of dynamic power, static power, and timing slack [1,2].  

In general, low-power optimizations that do not compromise 

performance are dependent on time slack calculation and the surplus 
delay (slack budget) distribution among the circuit modules. Time 
slack is measured as the difference between the signal required time 
and the signal arrival time at the primary output of each module. The 
first use of the slack distribution approach was reported by the 
popular zero-slack algorithm (ZSA) [3]. The ZSA is a greedy 
algorithm that assigns slack budgets to nets on long circuit paths. It 
ensures that the net slack budget is maximal, which means that no 
more slack budget can be assigned to any of the nets without 
violating the path timing constraints. Most other slack distribution 
algorithms are pruning versions of ZSA [4,5] for improving delay 
performance of circuits. However, the objective of the timing 
analysis in this paper is to provide a low-power methodology that 
maintains the high speed of circuits. The HA2TSD algorithm is 
different from the ZSA in three principal aspects: i) time slack 
distribution of each module is based on power rather than 
performance metrics; ii) the slack distribution is performed 
hierarchically, and iii) the technology parameters of each module are 
optimized at the gate level.  

 
Figure 1. Hierarchical  Delay Assignment and Gate Level Power 

Optimization 

2.  DELAY AND ENERGY MODEL 
We use a transregional model for estimating the worst-case signal 
propagation delay through a gate. The delay model has been derived 
using an extension of the alpha-power law saturation drain current 
model [7] to the subthreshold region. The drain current model 
incorporates effects of high-field and quasi-ballistic (velocity 
overshoot) carrier transport in the MOSFET channel. The delay 
model consists of four major components: 1) the delay due to 
switching MOSFETs, 2) the distributed interconnect RC delay, 3) the 
time of flight delay, 4) the delay component due to the non-zero rise 
time of the input signal are considered. These definitions of gate 
delay and interconnect resistance delay allow the definition of arrival 
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times and required times at the input and output of a gate in the 
network, which are used for defining time slack. 
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In the above equation, Vdd is the power supply voltage, tdv  is the 
delay of gate Gv, VTSi is the threshold voltage of the ith gate, α is the 
velocity saturation coefficient (1 ≤ α ≤ 2), tdi,v is the delay of the gate 
Gv at the ith fan-in, tdv,j is the delay of the gate Gv at the jth fan-out, 
IDvw (fii) is the switching drain current per unit width, fii is the number 
of fanins, foi is the number of fanouts, β  is the pMOSto nMOS width 
ratio (β ≥ 1), Ioff is the off current per unit width, CDPv is the sum of 
the overlap, junction and finging capacitance  at the output node per 
unit width, wv is the device width, adjusting wv scales the widths of 
all the transistors in Gv (wv ≥ 1), wvj is the device width the gate at the 
jth fan-out (wij ≥ 1), Ctvj is the input capacitance per unit width of the 
gate being driven by the jth fan-out, CINTvj is the interconnect 
capacitance at the jth fan-out, RINTvj is the interconnection resistance 
at the jth fan-out, LINTvj is the interconnection length at the jth fan-out, 
vINT is the propagation velocity through the interconnect, Cmv is the 
intermediate node capacitance of series connected MODFET’s in 
multiple fan-in gates, fc is the clock frequency, ηv activity factor of 
the gate output, and KSC is the coefficient for short-circuit dissipation 
[8]. The models are described in detail in our previous work [6]. 
The equations used to compute the dynamic and static energy 
dissipations of a gate are described next.  Similar models have been 
presented and analyzed in a recent work by [8].  It is assumed that the 
gates are simple multi-input gates with symmetric series or parallel 
pull-up and pull-down MOSFET configurations. Contributions of 
subthreshold leakage through the MOSFET channel as well as the 
leakage across the device drain junctions to static dissipation are 
included. 

1) Static Dissipation of Gate Gv (v ∈ N): 
 /                             (5)
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3.  PREVIOUS WORK 
Supply voltage scaling technique for low power has been investigated 
in almost all levels of the design hierarchy from system level to 
device level due to the quadratic effect on the switching power 
component. Many respective researches have been shown up in 
literature [1]. However, it does not come without penalties [9]. The 
scaling limitations of Vdd reduction are:  1) Delay increase 
(performance requirements impose a limit); and 2) Noise margins 
decrease (circuit is more susceptible to noise related soft failures). 
The approaches to overcome the extent of Vdd scaling are: 1) 
Availability of high-efficiency DC-DC converter for use [10]; 2) 
Scaling down the dimensions of devices along with Vdd to 
compensate for the effects of Vdd on performance; and 3) Reduction 
of the threshold voltage of transistors. 

Threshold voltage scaling can be used to compensate the performance 
penalty of the Vdd reduction. In addition, for the active mode of 
operation, the low Vth is preferred because of the higher performance. 
However, for the standby mode, high Vth is useful for reduction of 
leakage power. Different threshold voltages can be developed by 
multiple Vth implantation during the fabrication, by changing the 
substrate and source bias, by controlling the back gate of double-gate 
SOI (silicon on insulator) devices [10]. Some techniques in literature 
are: 1) SATS (self adjusting threshold voltage scheme) [11]; 2) 
MTCMOS (multi-threshold voltage CMOS) [12]; 3) DTMOS 
(dynamic threshold voltage MOSFET) [13]; and 4) DGDT-SOI 
(double fate dynamic threshold control SOI) [14]. In general, the 
threshold voltage is a function of a number of parameters including 
the following: 1) Gate conductor, 2) Gate insulation material, 3) Gate 
insulator thickness-channel doping, 4) Impurities at the silicon-
insulator interface, and 5) Voltage between the source and the 
substrate. 

Transistor and gate sizing affects for dynamic and leakage power 
reduction and delay. A large gate is required to drive a large load 
capacitance with acceptable delay but requires more power. The basic 
rule is to use the smallest transistors or gates that satisfy the delay 
constraints. To reduce dynamic power, the gates that toggle with 
higher frequency should be made smaller. An interesting problem 
occurs when the sizing goal is to leakage power of a circuit. The 
leakage current of a transistor increases with decreasing threshold 
voltage and channel length. In general, a lower threshold or shorter 
channel transistor can provide more saturation current and thus offers 
a faster transistor. This presents a tradeoff between leakage power 
and delay. There have been a number of optimization algorithms for 
gate sizing for dozens of years [15]. 

Figure 2 presents the fundamental characteristics of those three 
device parameters (Vdd, Vth,W) for power and delay tradeoffs [2].  
Figure 2(a) shows the Vdd/Vth and Delay*Energy tradeoffs. It shows 
that the supply voltage should be larger than four times of the 
threshold voltage if the delay is not to increase excessively. Figure 
2(b) shows the Device Width and Delay*Energy tradeoffs. It is 
shown that the delay decreases with increase device width but the 
delay-energy product is minimized when the devices contribute half 
of the total load capacitance. The technology parameters trade-offs 
are summarized in Figure 2(c). In this paper, we try to optimize the 
non-linear parameters of those tradeoffs efficiently to minimize the 
total power. 
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Figure 2. Technology Optimization Rationale 



4.  PROPOSED APPROACH 
The key steps of our approach are shown in Figure 3. First 
hierarchical circuit partitioning is performed. Then, beginning with 
the topmost level of the design hierarchy, delay values are assigned to 
every module at that level. The total delay from PI to PO is given. 
The problem is to determine the delays of the individual modules so 
that total power consumption can be minimized by optimizing the 
supply voltage, threshold voltage and device sizes of module Mj for 
the assigned delay values. The procedure is repeated hierarchically. 
We use the following heuristic to assign delays to each module. 

Heuristic: In a given data flow graph of Mj modules, let     

 
j i i

node i
C cη= ∑   be the summation of the product of the activity iη at 

node i and the capacitance ic at node i over all nodes i of the module 
Mj. If the delay assigned to module Mj is Dj, then the best delay 
assignment for minimizing power is obtained when  
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It is clear that such an assignment of delay to each Mj can cause the 
overall path delay constraint (sum of delays assigned to each module) 
to be violated for some of the paths in the module. Therefore, the 
iterative HA2TSD algorithm is used to solve the problem. This is 
described below. 

 
Figure 3. Power Optimization Procedure 

4.1 Topological Depth-Based Partitioning 
For simulation run-time efficiency and power optimization 
effectiveness, we introduce a circuit partitioning algorithm which 
ensures the minimization of the delay skew between sub-modules, 
and constrains maximum sub-module size (or fan-out size). Figure 4 
gives conceptual overview of the topological depth-based partitioning. 
First of all, labeling of each circuit node is conducted according to 
the topological order. Then, according to the maximum depth and 
maximum size constraints, the whole flattened gate-level digital 
circuit is partitioned into sub-module circuits. The detailed algorithm 
for the partitioning is shown in Figure 5. The complexity of this 
algorithm is O(bm), where b is the branching factor (i.e., average fan-
out number) and m is maximum topological depth. 

ii)  Define max depth and max number of nodes inside of each module
iii) Generate partition of each module so as to minimize skew for
     given depth and size

 

 

Mapping into
Graph Theory

i) Generate topological level
   (depth) for each module by using
   labeling algorithm

 
Figure 4. Partitioning Overview 

 
Figure 5. Partitioning Algorithm 

4.2 Activity-Aware Delay Assignment 
Figure 6 presents an example of the module level delay assignment 
algorithm. In the first step, each module is sorted by the amount of 
load capacitance of each module (step 1). According to the priority of 
each module, we assign maximum delay with the “objective 
function” and “delay assignment” formula in Fig. 6 (Step 2 and 3). 
Then we look at the local improvement by local search (step 4). If all 
modules’ delays are assigned, conduct the technology parameter 
optimization at the gate level (step 5). Finally, we generate the 
power/area saving values and optimal parameters. In the algorithm, 



each module (M1,…,Mi) can be a functional module or a sub-
partition, the total physical capacitance of a module can be  the sum 
of the fan-in/out counts inside the module, and the load capacitance 
of each module can be calculated by multiplying the total switching 
activities by the total fan-in/out net counts. Its algorithm is shown in 
Figure 7. The complexity of the algorithm is O(nbm), where n is the 
number of modules, b is the branching factor (i.e., average fan-out 
number) and m is maximum topological depth. 
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* Each Module Load Capacitance
= Total Switching Activity * Total Capacitance

= 20

 Cycle Time (Tmax) = 30 ns

* Original Module Delay = Balanced similarly

Object Function =

1 2 6 max     D D D T+ + + ≤i i i

(  = switching activity at node ,  = capacitance at node )i ii c iη

Object : Assign max delay of each module for max power saving
              (Note: slack time = power/area saving)

Step 1: Module Priority queue for each module
             by load capacitance

M4, M1 (20)
M2 (15)
M3 (10)

M5,M6 (5)

Load
Capacitance

Delay ssignment =
max(  - Assigned Delay Sum)

Total  Load Capacitance Sum in Path
jC

T×

Step 2:  - Select M4
              - Path Priority queue for each path with M4

Path1: M1,M2,M4,M6 (60)

               - Select Path1
               - Delay of M4 =  (20/60)*30 = 10 ns

Step 3:  - Repeat Step2 for all modules
              - Delay of M1 = (20/40)*20 = 10 ns
              - Delay of M2 = (15/20)*10 = 7.5 ns
              - Delay of M3 = (10/15)*10 = 6.66 ns
              - Delay of M5 = 10 ns
              - Delay of M6 = 2.5 ns
Step 4:  - Local search improvement
              - Increase 6.66 to 7.5 for M3
Step 5:  - Go to Gate level optimization (Vdd, Vth, W Scaling)
                with this Max delay of each module

61 2

1 2 6

                 DD D
C C C

= = =i i i

 
j i i

node i
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Path2: M1,M3,M4,M6 (55)

 
Figure 6. An Example of Delay Assignment 

 
Figure 7.  Delay Assignment Algorithm 

4.3 Gate-level Power Optimization 
There are three ways to save power dissipation while maintaining 
operation frequency by utilizing surplus time slack in non-critical 
paths: i) employing multiple-Vdd to lower supply voltage, ii) 
employing multiple-Vth to reduce leakage current, and iii) employing 
multiple-W to reduce circuit capacitance. In this paper, the Vdd 
reduction is main scaling parameter for low power, and Vth and W 
scaling is mainly for creating more time slack for the ultra-low 
power optimization. The difficulties of the power optimization at gate 
level come from two major aspects: i) the non-linear interactions of 
the object parameters, for example, each gate has at least four non-
linear variables (Vdd, Vth, W, Delay) and ii) the optimization time 
complexity, for example, after logic synthesis of target system, each 
functional module (i.e., ALU, Adder, Multiplier, etc.) might generate 
large number of gates/interconnections and the searching space for 
the optimization is exponential. Therefore, simulation-efficient 
partitioning scheme should be judiciously considered before the gate 
level optimization. The Figure 8 shows the relationship between the 
maximum delay assignment and the technology scaling for power 
savings. 

 
Figure 8. Time Slack and Power Saving 

After the maximum delays have been assigned to each module/gate in 
the circuit, we optimize each gate individually for minimum power. 
The strategy is to find iteratively, using binary search, the optimal 
combination of Vdd, Vth, and W for each gate that meets the 



maximum delay condition while achieving minimum power 
dissipation.  We used our previous work for the gate level power 
optimization [6]. This strategy is based on the observation that power 
consumption and delay are monotonic functions of Vdd, Vth, and W, 
individually, other parameters being fixed. Since it is impractical to 
have more than one power supply or threshold voltage in the circuit, 
we keep only one global value of Vdd and Vth. However, the 
algorithm could be easily modified to allow the use of multiple 
threshold values in the circuit if desired. The algorithmic complexity 
of this procedure depends on the number of iteration steps that we 
allow for convergence to the optimal values. Assuming that VDD, Vth 
and W are each constrained to 2M quantized values, it takes O(M3) 
simulations of the entire circuit to obtain the final optimal values. 
This is many orders of magnitude lower than the complexity of any 
direct or random search algorithm that may be used to search for the 
optimal solution.  

5.  RESULTS 
We developed a simulation frame work with C/C++/STL and Perl on 
Ultra-80 Unix machine for the hierarchical power optimization. Also, 
we used off-the-shelf commercial tools for the RTL description, the 
functional verification, and the logic synthesis of the target system. A 
few arithmetic modules from the target system and 
ISCAS89/MCNC91 benchmark circuits are used for the experimental 
demonstration. For the range of the technology parameter values, the 
2001 updated version of ITRS (International Technology Roadmap 
for Semiconductors) and the MOSIS (Integrated Circuit Fabrication 
service) parameter test results with TSMC 0.25 micron are used. For 
the RTL design, we used verilog hardware description, for the 
functional simulation, we used VCS (synopsys), and for the logic 
synthesis, we used design analyzer (synopsys) with 0.25 micron 
TSMC library.  
Monte Carlo simulation is performed for activity profiling of each 
module/sub-module as described in [2]. This approach consists of 
applying randomly generated input patterns at the primary inputs of 
the circuit and monitoring the switching activity per time interval T 
using a simulator. Under the assumption that the switching activity of 
a circuit module over any period T has a normal distribution, and for 
a desired percentage error in the activity estimate and a given 
confidence level, the number of required simulation vectors is 
estimated. The simulation based approach is accurate and capable of 
handling various device models, different circuit design styles, single 
and multi-phase clocking methodologies, tristate drives, etc.  

Figure 9 shows the hierarchy and the granularity that we used in our 
simulation. In this paper, we only simulated 3-level hierarchical case. 
Table 1(a) shows the total power consumption with fixed technology 
parameters for the given circuits. Table 1(b) demonstrates the 
efficiency and effectiveness of the hierarchical power optimization 
with the proposed design flow. The experimental results show that 
our power optimization strategy delivers an order of magnitude 
savings in total (static and dynamic) power without performance 
degradation over non-optimized benchmark circuits and our 
hierarchical approach is much faster than traditional approach. With 
the hierarchical depth of 3 as shown in Figure 9, we can obtain 
average 6 times faster optimization than the totally flattened case 
when we still have average 83.6% power savings. 
 
 
 

 
Figure 9. Hierarchy in our Simulation 

 

6.  CONCLUSION 
This paper presents an efficient hierarchical low-power design flow 
and a novel switching activity based optimization algorithm for ultra-
low power CMOS VLSI. Experimental results show that the 
algorithm yields reductions in power by typically a factor from 19.6x 
to 52.4x with optimal Vdd/Vth and multiple W scaling. In summary, 
key contributions of the new power minimization technique is: i) 
without compromising the speed, the total (static and dynamic) power 
is minimized significantly; ii) with the hierarchical approach, 
polynomial time optimization is feasible in very large circuits; and 
iii) the activity-aware delay assignment ensures that the total time 
slack is maximum and the total power is near-minimal. Future work 
will include application-specific and architecture-driven issues with 
this technology scaling techniques. 

 
 

Table 1. Results of H2TSD-Based Power Optimization 
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