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ABSTRACT
As embedded systems are being networked, often wirelessly, an
increasingly larger share of their total energy budget is due to the
communication. This necessitates the development of power man-
agement techniques that address communication subsystems, such
as radios, as opposed to computation subsystems, such as embed-
ded processors, to which most of the research effort thus far has
been devoted. In this paper, we presentE2WFQ, an energy effi-
cient version of the Weighted Fair Queuing (WFQ) algorithm for
packet scheduling in communication systems. We employ a re-
cently proposed radio power management technique, Dynamic Mod-
ulation Scaling (DMS), as a control knob to enable energy-latency
tradeoffs during wireless packet scheduling. The use ofE2WFQ
results in an energy aware packet scheduler, which exploits the
statistics of the input arrival pattern as well as the variability in
packet lengths. Simulation results show that large savings in en-
ergy consumption can be obtained through the use of our schedul-
ing scheme, compared to conventional WFQ, with only a small,
bounded increase in worst case packet latency.

Categories and Subject Descriptors
C.2.1 [Computer-Communication Networks]: Network Archi-
tecture and Design—Network communications, Wireless communi-
cation; C.2.6 [Computer-Communication Networks]: Internet-
working—Routers

General Terms
Algorithms, Design

Keywords
Energy Efficient Design, Power Management, Wireless Communi-
cations, Fair Scheduling

1. INTRODUCTION
Conventional low power design techniques [1, 2] and hardware

architectures [3] only target digital computation systems, and rela-
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Figure 1: A 5 second workload trace at a network router

tively little work has been done for power optimization of the wire-
less communication subsystem. In many wireless embedded sys-
tems, communication energy dominates the energy consumed for
computation [4], accentuating the need for radio power manage-
ment methodologies. For example, in the wireless sensor nodes
from Rockwell Inc. [5], transmitting one bit consumes 1500 to
2700 times [4] (depending on the transmission range) as much en-
ergy as executing one instruction. Therefore, in wireless devices,
power management cannot just be limited to computation subsys-
tems, such as processors, but has to be extended to communication
subsystems, such as radios, as well.

Radio power management is, however, complex, since the de-
pendence of radio energy consumption on supply voltage and other
circuit parameters is weak. Existing power management techniques
that are effective for computation subsystems, such as Dynamic
Voltage Scaling (DVS) [6], therefore do not result in the required
energy savings. However, there exist similar control knobs on the
radio that can be exploited for power management. The recently
proposed technique of Dynamic Modulation Scaling (DMS) [7]
uses the modulation level as an energy-speed control knob that can
be fine-tuned to enable dynamic power-performance tradeoffs in
the communication system (similar to what DVS provides for digi-
tal circuits [6]).

As is the case with variable voltage computation systems, sig-
nificant energy benefits can be achieved in wireless communica-
tion systems by recognizing that peak performance (i.e., service



rate) is not always required. Since network traffic is character-
ized by a time varying workload requirement, energy can be saved
by dynamically adapting the output transmission rate accordingly,
through the use of DMS. Figure 1 shows a 5 second snapshot of a
real workload trace for a TCP traffic stream at a network router [8],
exemplifying the inherent workload variability. For effective system-
level power management, we need to develop algorithms that can
exploit this variability by using control knobs such as DMS.

1.1 Paper contributions
In this paper, we present an energy aware version of the Weighted

Fair Queuing (WFQ) [9] scheduling policy for communication sys-
tems, which we callE2WFQ. Our algorithm results in an energy
aware packet scheduler, which is capable of operating at hitherto
unreachable points on the energy-latency tradeoff curve. Our pre-
vious work [10] showed the energy benefits of using DMS in the
context of a deadline based real-time scheduling scheme. How-
ever, WFQ based packet schedulers are far more widely used than
deadline based packet schedulers (both in wired and wireless en-
vironments) due to their desirable properties, which are elaborated
further in Section 2.1. Therefore, the techniques presented in this
paper find applicability in enhancing the energy awareness of a
much larger class of communication systems. To the best of our
knowledge, this is the first work that attempts to incorporate en-
ergy awareness into rate based fair scheduling.

1.2 Related work
Several power management techniques have been proposed for

the energy efficient design and operation of computation subsys-
tems. One of the most effective techniques is DVS [6], where
workload variability is exploited for energy savings by dynami-
cally adjusting the processor’s supply voltage and clock frequency
to match the instantaneous performance requirement. Numerous
energy aware task scheduling schemes have also been proposed,
which utilize DVS to yield significant energy savings. Variable
voltage task scheduling for base station like environments has been
explored in [11, 12], while the work described in [13, 14, 15, 16,
17, 18] deals with energy aware real-time task scheduling.

Unlike the large body of work that exists on variable voltage task
scheduling, relatively little work has been done for energy efficient
wireless packet scheduling. Fair packet scheduling has been an ac-
tive research topic in the networking community for a long time.
Several fair scheduling schemes have been proposed for both wired
(e.g.,Weighted Round Robin [19], Start-Time Fair Queuing [20],
Worst-Case Fair Weighted Fair Queuing [21]) and wireless (e.g.,
Channel-State Independent Wireless Fair Queueing [22], Wireless
Packet Service [23], Server Based Fairness Approach [24]) envi-
ronments. However, all of them are based on the concept of Gener-
alized Processor Sharing [25], and its packetized version, Packet-
by-Packet Generalized Processor Sharing [26] (PGPS, also known
as WFQ [9]). Since network traffic usually displays a high tempo-
ral variation, the leaky bucket mechanism [25] is used as a standard
way to regulate input streams, and control their extent of variabil-
ity. Finally, low power medium access protocols based on packet
scheduling for wireless ATM networks were proposed in [27].

2. BACKGROUND

2.1 Generalized Processor Sharing (GPS)
Since GPS is different from conventional CPU task scheduling

disciplines, we first review some of its basic concepts. A GPS
scheduler divides the total link capacityC, amongN input streams
according to their service requirements. Each streami is character-

ized by a weight�i, such that its service rate,gi, is guaranteed to
be [25]1:

gi =
�iPN

j=1
�j

� C (1)

GPS has the following attractive features: (i) Different input
streams are well-isolated from each other (since each of them is
allocated a guaranteed rate). Therefore, a malicious input stream
cannot starve other streams of link bandwidth by generating large
amounts of traffic. (ii) By varying the�i’s, we have the flexibility
of changing the fraction of the output link bandwidth that is allo-
cated to each stream. As long as the combined average input rate
of all the streams is less thanC, any positive assignment of�i’s
yields a stable system.

2.2 Realizable implementations of GPS: WFQ
The GPS service model is an ideal one in which the traffic is con-

sidered to be infinitely divisible, and all streams are served simulta-
neously. Although GPS cannot be realized in practice, several real
implementations of packet schedulers (for wired, as well as wire-
less environments) are based on it, and try to emulate the service
provided by GPS as closely as possible.

Let Fp be the time at which a packet would complete service
under GPS. Then, a good approximation of GPS is a scheme that
serves packets with earliestFp first. This scheme was proposed in-
dependently by two groups of researchers as Weighted Fair Queu-
ing [9], and Packetized GPS [26], respectively. The difference in
packet delays between GPS and WFQ was shown to be bounded
by Lmax

C
, whereLmax is the maximum packet size, andC is the

output rate of the system [26].

2.3 Leaky bucket mechanism
The leaky bucket mechanism is often used to regulate and police

the traffic in a network. This model is attractive since it restricts the
incoming traffic in terms of average rate, as well as burstiness. For
each streami, the amount of traffic,Ai(�; t) that enters the network
in time interval(�; t] conforms to [25]:

Ai(�; t) � �i + �i � (t� � );8t � � � 0 (2)

where�i is a parameter characterizing the average rate of stream
i, and�i is a parameter characterizing its burstiness. When the in-
put sources are constrained by leaky buckets, it is possible to give
a worst case queuing delay guarantee using GPS (and therefore,
WFQ).

Theorem 1: If the input traffic of streami is constrained using
a leaky bucket with parameters(�i; �i), andgi is its guaranteed
rate, then the maximum delay for a packet of streami, under GPS
scheduling is given by [26]:

Di �
�i

gi
(3)

2.4 Dynamic Modulation Scaling
We next review the basics of DMS, which was introduced in [7].

To transmit information, bits are coded into channel symbols. The
1Equation (1) assumes that all streams are backlogged (i.e., have
packets waiting to be sent). If a stream is not backlogged, it is
not given any share of the link. Further, it does not contribute to
the summation in Equation (1). Thus, GPS divides the output link
capacity among only those streams that are backlogged.
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Figure 2: Energy-Delay tradeoff obtained through DMS

number of bits per symbol is given by the modulation levelb. Thisb
is the radio control knob that allows DMS to trade off energy versus
delay. The average time to transmit one bit is given by Equation (4),
whereRS is the symbol rate in number of symbols sent over the
channel per second.

Tbit =
1

b�RS

(4)

Although DMS is applicable to other scalable modulation schemes
as well, we focus on Quadrature Amplitude Modulation (QAM) as
it is both efficient and easy to implement [28]. The energy con-
sumed for transmitting one bit is given by [7]:

Ebit = CS �
2b � 1

b
+ CE �

1

b
(5)

The first term gives the energy consumed in the radio front-end for
generating the electro-magnetic waves that carry the information.
ParameterCS depends on the radio implementation, the wireless
channel, the transmit distance, and the required error performance.
Strictly speaking, it is also a function ofb, but a very weak one [7],
and therefore, we assume it to be a constant. The rest of the ra-
dio energy consumption is lumped into the second term of Equa-
tion (5), whereCE depends on the radio implementation. Although
Equation (5) is only exact foreveninteger values ofb, it is also a
reasonable approximation whenb is odd. In addition, a packet can
be split into two parts, each with a different modulation. In this
case, the average energy and delay per bit for the packet as a whole
are a linear interpolation between the corresponding values of the
two modulation levels.

Figure 2 plots the energy versus delay for the following param-
eter values:RS = 250 KHz,CS = 100 nJ, andCE = 180 nJ. The
values ofCS andCE are extracted from [29], which describes the
implementation of an adaptive QAM system2. Figure 2 shows the
operating points that correspond to real constellations and those
that are obtained through interpolation. The curve labeledIdeal
is calculated from the above equations. Each modulation scheme

2Since the system in [29] was designed for high speed rather than
low power applications, it is likely that these numbers can be re-
duced further through the use of dedicated circuit design tech-
niques.
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Figure 3: E2WFQ scheduler serving leaky bucket regulated
streams

has abmin, which is equal to 2 for QAM. The maximum modula-
tion bmax is only bounded by implementation constraints. In our
work, we choosebmax equal to 8, and scale the modulation level
with a granularity of 0.5 bits/symbol. When the sender changes the
modulation, the receiver needs to be told. To avoid a complicated
sender-receiver protocol for modulation changes, and to limit the
associated overhead, we restrict these changes to be done only at
the start of packet transmissions. This finite time-granularity is a
crucial difference between DMS and dynamic voltage scaling [6].

3. THE E2WFQ ALGORITHM
Having explained the basics of rate based fair scheduling and

DMS, we next present our algorithm,E2WFQ, which uses DMS to
incorporate energy awareness into rate based scheduling. Figure 3
shows a generic block diagram of our system, which consists of
anE2WFQ scheduler followed by a radio that can perform DMS.
The scheduling technique can be used either for multiple streams
sharing a point-to-point link, or for multiple streams destined to
different one-hop neighbors of a wireless node (e.g., a base station
sending data to multiple clients). Each streami is regulated by a
leaky bucket with parameters(�i; �i). Therefore, each of theN
input streams produces packets at an average rate of�i. The aver-
age rate at which packets arrive at the scheduler is� =

PN

i=1 �i.
The adaptive modulation radio ensures that the scheduler operates
at a time varying output rate ofR(t). Streami is allocated a weight
�i, which leads to a corresponding guaranteed rate,gi.

3.1 Energy saving opportunities
In many practical scenarios, the average input rate of a stream,

�i, is lower than its guaranteed rate,gi, resulting in a low link
utilization. In addition, packet lengths may often be smaller than
the maximum value, thereby reducing the utilization even further.
Therefore, it is possible to operate at an instantaneous output rate,
R(t) that is lower than the maximum rate,C, for most of the time.
So, instead of operating atC, and shutting down the radio when
idle, we slow transmissions down to a rateR(t). As can be seen
in Figure 2, the energy-delay curve is convex, which implies that
slowing down the radio is more energy efficient than shutdown
(similar to what is observed in DVS [6]).

3.2 Overview of the problem
The goal ofE2WFQ is to adapt the instantaneous output rate

R(t) to match the instantaneous workload. At the same time, we
would like to bound the performance impact that may result. Due
to the convexity of the energy-speed curve and Jensen’s inequal-

ity
�
E(r) � E(r)

�
, workload averaging results in higher energy



savings. In fact, maximum energy savings would be obtained if
we operated at the long term average input rate, thereby smoothing
out all the input workload variations. However, buffering the in-
put variations leads to a performance penalty due to an increase in
packet delays. Therefore, the crux of the problem reduces to deter-
mining the degree of buffering (i.e., how much workload averaging
to perform) while still bounding the increase in packet delays.

3.3 Monitoring the input rate
We observe that the instantaneous queue size (i.e., number of

packets in the queue) is a good indicator of the instantaneous ar-
rival rate. If the input rate suddenly becomes greater than the output
rate, the queue size increases. On the other hand, if the input rate
suddenly drops below the output rate, the queue gets drained. We
introduce a new parameter�, which determines the system’s re-
sponse to workload variations, by deciding the degree of buffering.
As we will see shortly,� also determines the maximum impact that
our scheme can have on packet delay.

Definition 1: We define� to be the desired time from a packet’s
arrival at the end of the queue to its departure from the head of the
queue.

We can see that if the input rate remains constant,� is the delay
experienced by every packet in the queue.

3.4 Computing the required output rate
Whenever a packet arrives, the required rate of the particular

stream is recomputed. Assume that the newly arrived packet is the
m’th packet in the queue, and the current time is� . Let the arrival
times of them packets in the queue be given byA1; A2; : : : ; Am

(whereAm = � ). Then, the required rate (ri;k) for thek’th packet
to have a total delay of� is given by:

ri;k =
k � Li

(Ak +�� �)
8k 2 f1; : : : ; mg (6)

whereLi is the length of a packet belonging to streami. Two ob-
servations are apparent from Equation (6), (i) The required rate for
the newly arrived packet (i.e., last packet in the queue) ism�Li

�
,

and (ii) If the output rate is equal to the required rate, then the re-
quired rate of this packet remains constant as it progresses through
the queue.

The required rate for a streamRout;i is the minimum rate at
which Equation (6) is satisfied for all them packets in the queue.
However, to ensure isolation of input streams, this required rate
cannot be greater thangi. Therefore, we have:

Rout;i =Min fMax (ri;1; ri;2; : : : ; ri;m) ; gig (7)

Summing the required rate over all the streams, we get the instan-
taneous required rate of the system to beR =

PN

i=1Rout;i.

3.5 Setting the output link speed
Although the maximum output link rate isC, the instantaneous

required rate by all the streams together is onlyR =
PN

i=1Rout;i.
This means that the output link can be slowed down to just meet
the instantaneous requirement, thus saving energy. The new modu-
lation level for the outgoing packets is given by:

binstantaneous =
R

C
� bmax (8)

3.6 Accounting for variable packet sizes
Quite often, packet lengths in network traffic can be variable.

This is especially true for packets generated by multimedia streams

Low ∆
High ∆

∆

∆Rold

Rnew

Rout(t) for low

Rout(t) for high

Figure 4: The effect of� on the output rate

such as variable bit rate audio and video codecs. To exploit the
variation in packet lengths to further scale down the modulation
level and obtain more energy savings, we generalize the calculation
of a packet’s required rate. If the length of thek’th packet in the
queue isLi;k, and there are a total ofm packets in the queue, then
the following equation is used to compute the required rate of a
packet, instead of Equation (6):

ri;k =

Pk

j=1 Li;j

(Ak +�� �)
8k 2 f1; : : : ;mg (9)

3.7 Delay guarantee provided byE2WFQ
Through the choice of the parameter�, our scheduling scheme

provides the following delay bound for packets.

Theorem 2: The maximum delay of a packet of streami, under the
E2WFQ scheduling scheme is given by:

D
�

i �

�
Di +�+

Lmax

Cmin

�
�

�
�i

gi
+�+

Lmax

Cmin

�
(10)

whereCmin is the output link capacity at a modulation levelbmin.
Proof: The proof follows directly from Theorem 1, the bounded
difference in packet delays between GPS and WFQ, and the defini-
tion of�.

3.8 Analyzing the system’s response
We next analyze the system’s response to a change in workload

to highlight the effect of�. Let the input rate for streami be equal
toRold. If we set the output rate to be equal toRold, then the queue
soon reaches a steady state, and the number of packets in the queue
remains constant. Let the system be at such a steady state at timet,
and the number of packets in the queue bey(t). In this state, any
packet that arrives, sees exactlyy(t)� 1 packets ahead of it in the
queue, each of length, sayLi. All these packets (including the one
that just arrived) have to complete transmission within a time�.
Therefore, the output rate,Rout(t) is given by (see first paragraph
after Equation (6)):

Rout(t) =
y(t)� Li

�
= Rold (11)

Now, let the input rate increase abruptly toRnew . We want to
analyze how fast the system stabilizes to its new steady state. After
a timeÆt, the number of packets in the queue becomes:

y(t+ Æt) = y(t) +
Rnew �Rout(t)

Li
� Æt (12)

The new output rate will be given byRout(t + Æt), which after
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some simple substitutions, can be written as:

Rout(t+ Æt) = Rout(t) +
Rnew �Rout(t)

�
� Æt (13)

Therefore, the rate at which the output rate changes is given by:

ÆRout

Æt
=

1

�
� (Rnew �Rout(t)) (14)

Solving this differential equation, and applying the initial condition
Rout(t) = Rold, we get:

Rout(t) = Rnew + (Rold �Rnew)� e
�t

� (15)

The evolution ofRout(t) is shown in Figure 4. Therefore, it can
be concluded that� is the time constant of the first-order input
response of the system. A high value of� means that the sys-
tem takes longer to switch to the new steady state, which implies
that steep workload transients are filtered out. While this increases
the energy savings, the maximum impact on packet delay also in-
creases (see Equation (10)). On the other hand, a low value of�
means that the system is sensitive to changes in the input rate, and
performs lesser workload averaging. This provides lower energy
savings, but also results in a smaller impact on packet delay. The
best choice of� thus depends on the allowable delay, and the input
rate variability. A detailed investigation of the optimal choice of�
is beyond the scope of this paper.

4. SIMULATION RESULTS
To evaluate the impact of our techniques, we carried out a num-

ber of simulations. In the following subsections, we describe our
simulation framework, and present our results.

4.1 Simulation framework
We used a C based discrete event simulator, PARSEC [30], and

considered a network scenario where 4 streams share an output
wireless link. The values ofRS andbmax are the same as in Section
2.4, resulting in a total link capacityC = 2 Mbit/s. The streams are
allocated equal weights such that each stream is guaranteed a rate
of C

4
= 500 Kbit/sec. The maximum packet size is set to beLmax

= 1000 bits, and each stream is leaky bucket constrained with the
same maximum burstiness parameter�i = 100 packets. For our
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values,Di is equal to 0.2 seconds. The average rate of the input is
varied to change the link utilization. As explained in the previous
section, the choice of� offers a tradeoff between energy savings
and queuing delay. In our work, we have set� = 0.05 seconds.

4.2 Discussion of the results
Figure 5 shows the energy consumed byE2WFQ, normalized

against the energy consumed by conventional WFQ, for varying
values of output link utilization. As expected, the energy consump-
tion of E2WFQ decreases as the link utilization drops. Our al-
gorithm reduces to conventional WFQ at a utilization of one, since
there are no opportunities for slowing down. The different curves
in Figure 5 show the energy consumption for varying degrees of
burstiness (variability) in the input workload.Nb gives the number
of equally spaced bursts appearing at a stream’s input over the ob-
servation window of 1000 packets of the stream. A high value of
Nb indicates a high degree of burstiness. For a given link utiliza-
tion, increasing the level of input burstiness increases the energy
consumption, which is intuitive, since bursts at the input cause the
output rate to increase, thus decreasing the energy savings. Figure
6 shows how the output rate follows the input rate, for our choice



of � = 0.05 seconds. The curve markedIdeal Rout shows the
curve predicted by Equation (15). The actual output rate can only
increase in increments ofLi

�
, which is clearly seen in the curve

markedRealRout in the figure.
Figure 7 shows the distribution of packet delays for varying lev-

els of burstiness for a fixed link utilization. The bar at x =xi in-
dicates the percentage of packets whose delays lie in the interval
(xi�1; xi]. There are three important observations that can be made
from this figure: (i) Since the input rate fluctuates around its aver-
age rate, most of the packets experience a delay equal to�. (ii) As
the level of burstiness increases, the percentage of packets that ex-
perience a delay larger than� also increases, and (iii) None of the
packets violate the delay bound given in Theorem 2. Our results
(Figures 5 - 7) show thatE2WFQ achieves a significant reduction
in energy consumption, at the cost of a relatively small increase in
packet latencies.

5. CONCLUSIONS
In wireless embedded systems, communication energy is increas-

ingly becoming the dominant component of total energy consump-
tion. Power management techniques therefore, should also address
communication subsystems such as radios, as opposed to only com-
putation subsystems such as embedded processors. DMS is a tech-
nique that offers a power-speed control knob for the radio, and can
thus be used for communication power management. Higher level
techniques are needed that can exploit this control knob to enable
system level energy-latency tradeoffs. In this paper, we have tar-
geted the packet scheduling process and investigated avenues for
making it energy aware. We have presentedE2WFQ, an energy
efficient version of the Weighted Fair Queuing (WFQ) algorithm
for packet scheduling in communication systems. Our algorithm
results in an energy aware packet scheduler that provides signifi-
cant energy savings (up to a factor of 10) with only a small increase
in worst case packet delay.
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