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Abstract

Via minimization is an important problem in integrated

circuit layout and printed circuit board design. In this pa-

per, a linear (non-integral) programming approach to two-

layer constrained via minimization (CVM) is presented.

The approach �nds optimum solutions for routings con-

taining no more than three way splits, and guarantees

provably good results for the general case. Most impor-

tantly, the size of linear programming formulation is poly-
nomial in terms of the size of the CVM problem. The

signi�cance of our work lies in three aspects. First, since

linear programming can be solved in polynomial time, our

work thus provides, for the �rst time, a mathematical pro-

gramming solution with computational e�ciency compa-

rable to known combinatorial CVM algorithms. Second,

our compact linear programming approach is provably

good and natural for general CVM, while previous re-

stricted CVM algorithms are di�cult to be extended to

the general case. Third, our approach can handle ad-

ditional constraints in a uni�ed manner, and thus pro-

vides an e�cient method for performance-driven layer as-

signment. Our approach is based on some new graph-

theoretic and polyhedron-combinatorial results presented

in this paper on the structure of the CVM problem.

I. Introduction

Minimizing the number of vias used to connect wires

on di�erent routing layers is an important problem in the

design of integrated circuits (ICs), printed circuit boards

(PCBs), and multichip modules (MCMs). This is because

that the increase of vias usually causes the decrease of

circuit yield and reliability, the increase of the manufac-

turing cost, and the decrease of circuit performance. The

problem is even more important for deep submicron ICs,

high speed PCBs and MCMs, since complex-structured

vias introduce many signal integrity problems [6]. For in-

stance, an IBM thermal conduction module may contain

up to 350 000 vias. Vias cause signal distortion and reec-

tions as well as severe degradation in the high frequency

components. In multilayered digital circuits, vias consti-

tute one of the most commonly used class of interconnects.

This physical discontinuities or nonuniformalities in the

connections may cause severe reections when they can

no longer be considered as conducting wires, but behav-

ior as transmission lines and/or waveguides. Moreover,

most existing routing tools generate a large number of

unnecessary vias, due to the fact that they usually assign

all vertical wire segments to one layer and all horizontal

wire segments to the other layer.

In this paper, we consider two-layer constrained via

minimization (CVM). The problem itself is not only prac-

tically relevant, but also forms a basis for the multi-layer

problem. The two-layer CVM can be described using

Fig. 1. It is assumed that physical placement and routing

have been completed, and we have a partial routing that
consists of

� a set of horizontal and vertical lines

� a set of potential vias, denoted by solid bullets

� and a set of cross-overs, denoted by small circles.

Fig. 1: A partial routing.

The set of potential vias partitions a partial routing into

a set of wire segments. The pattern of wire segments join-

ing at a potential via is called a (wire) split. A valid layer
assignment is an assignment of all the wire segments into

two layers such that no two wire segments that meet at

a cross over are assigned to the same layer. We assume

that potential vias are given such that a valid layer as-

signment always exists. A via is needed if wire segments

joining at a potential via are assigned to more than one

layer. The constrained via minimization (CVM) problem
is to �nd a valid layer assignment of all wire segments so

as to minimize the number of vias needed. If a partial

routing contains only two-way and/or three-way splits,

the problem is called restricted CVM.

The CVM problem is a classical problem in physi-

cal layout. It was �rst addressed by Hashimoto and

Stevens [8] and has attracted a lot of attentions in the



past two decades [10, 12, 14, 15]. Previous work can

be classi�ed into two categories: combinatorial algo-

rithms and mathematical programming. Polynomial com-
binatorial algorithms have been developed for restricted

CVM [3, 10]. The general problem has been proven to be

NP-complete [1]. Mathematical programming approaches

were developed in [4, 13, 15]. They are especially interest-

ing for performance-driven layer assignment. It has been

shown recently that timing constraints for performance-

driven layer assignment can be represented by a set of

linear inequalities [13]. This set of inequalities can be

handled naturally within the framework of mathematical

programming. Unfortunately, all the current mathemat-

ical programming approaches are based on integer pro-

gramming. It is well known that integer programming is

NP-complete, and branch and bound has to be employed.

This implies that mathematical programming may take

exponential time even for restricted CVM.

In this paper, a linear (non-integral) programming ap-

proach to constrained via minimization is presented. The

approach is exact for restricted CVM, and provably good
for general CVM. Most importantly, the size of linear

programming formulation is polynomial in terms of the

size of the CVM problem. Since linear programming can

be solved in polynomial time [9], our work, for the �rst

time, provides a mathematical programming solution that

is theoretically comparable to best-known combinatorial

CVM algorithms [10].

The paper is organized as follows: Section II overview

briey how the CVM problem can be formulated as the

maximumbalance problem in a planar signed hypergraph,

which we shall refer to as the prime formulation. In Sec-

tion III, we introduce the concepts of planar dual and

hypergraph T -join, and prove that the maximumbalance

problem in a planar signed hypergraph is equivalent to

the minimum T-join problem in a planar marked hyper-

graph. In Section IV, we derive a polynomial-size linear

program for partial routings that contain only two-way

splits. An illustrative example is presented in Section V.

Section VI concludes the paper.

II. Prime Formulation

In this section, we review the signed hypergraph for-

mulation of CVM [11] using the partial routing in Fig. 1.

As illustrated in Fig. 2, we are given a set P of points
(t1; : : : ; t11 and e1; : : : ; e5 in the �gure) in a plane, which

are either terminals (ti) or potential vias (ei). We are also

given a set N of (wire) segments, each segment being a

wire in the plane with multiple end-points and connecting

some points from P . For example, ft7; t9; e4g represents

a segment. Two segments may cross each other (e.g.,

ft7; t9; e4g and ft8; e1g); this de�nes a crossing relation
X on N . The CVM problem is to assign segments to the

two layers in such a way that (1) no crossing segments

appear in the same layer, and (2) the number of vias that

connect segments assigned to di�erent layers is minimized.

As is usually done in practice, we assume that there does
exist a solution that satis�es condition (1).
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Fig. 2: A partition of clusters.

Two wire segments are said to be assignment-
constrained, if the layer assignment of one wire segment

determines the layer assignment of the other. In par-

ticular, two wire segments that cross over each other

are assignment-constrained (to di�erent layers); two wire

segments that cross over a common wire segment are

assignment-constrained (to the same layer). The maxi-

mal set of wire segments that are assignment-constrained

forms a cluster. In our example, four clusters (disjoint

sets of wire segments) are illustrated in Fig. 2. Segments

in each cluster can be partitioned to two groups; each

group must be assigned to one layer. Thus, we arbitrarily

choose, for each cluster, one group of wire segments as

the reference wire segments, the other group of wire seg-

ments as the non-reference wire segments. Then we can

represent the CVM problem as follows.

1. Represent each cluster by a vertex.

2. Represent each potential via by an edge.

3. If a cluster joins a potential via through a reference

(non-reference) wire segment, then the correspond-

ing vertex is incident with the corresponding edge

through a positive (negative) sign.

Since a potential via may connect more than two clus-

ters, this leads to a signed hypergraph. In our example,

we choose segments ft7; t9; e4g and ft11; e5g as the refer-
ence wire segments for cluster 1, ft12; e2g for cluster 2,

ft2; e5g and ft4; e4g for cluster 3, and ft6; e3g for clus-

ter 4. Figure 3 shows the resulting signed hypergraph. It

is planar.

Formally, a signed hypergraph H is an ordered triple

(V;E;  ) consisting of a set V of vertices, a set E of edges,

and an incidence function  : V � E ! f�1; 0; 1g. If

each edge connects two vertices (a), a signed hypergraph
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Fig. 3: A planar signed hypergraphH.

degenerates to a signed graph [7]. If�1 does not appear in
the incidence matrix (b), it degenerates to a hypergraph.

It degenerates to a graph, if both (a) and (b).

In terms of the resulting signed hypergraph, assigning

wire segments to the two layers corresponds to partition-

ing vertices into two groups. The condition for not re-

quiring a real via at the position of a potential via is that

all the wire segments joined at that potential via are as-

signed to the same layer. That is, all the vertices joined

positively at an edge must be assigned to one group, and

all the vertices joined negatively at that edge must be

assigned to the other group; Formally, we say that the

edge is balanced by that bipartition. Then CVM amounts

to partitioning all the vertices into two groups, so as to

maximize the number of balanced edges. This is called the
maximum balance problem in a signed hypergraph. The

set of unbalanced edges in a maximumbalance bipartition

is called a maximum balance cut.

III. Dual Formulation

For a signed hypergraph, we introduce the sign of a cy-

cle as the product of all the incidences (1 or �1) involved
in the cycle. Then we have the following key observation.

Theorem 1 (Structure Theorem) There exists a bi-
partition that balances all the edges in a signed hypergraph
H if and only if H is free of negative cycles.

From Theorem 1, the maximum balance problem

amounts to removing a minimum set of edges such that

the remaining signed hypergraph is free of negative cycles.

This motivates us to introduce the notion of planar dual

and hypergraph T -join in this section.

A. Planar Duals and Marked Hypergraphs

Consider a planar signed hypergraph embedded in the

planey. Such a planar signed hypergraph partitions the

yIn this paper, when we speak of a planar signed hypergraph, we

mean a planar signed hypergraph embedded in the plane.

plane into a number of connected regions, called faces.
Figure 3 shows a planar signed hypergraph H with four

faces, f1, f2, f3, and f4. We also refer to the cycle that

forms the boundary of a given face as a face. For example,

f2 in Fig. 3 corresponds to the cycle v1e1v2e2v3e5v1.

A positive (negative) face is a face (i.e., a cycle) with

positive (negative) sign. In Fig. 3, faces f1 and f2 are

negative, whereas faces f3 and f4 are positive.

Each planar signed hypergraph has exactly one un-

bounded face, called the exterior face; in Fig. 3, f1 is the

exterior face. All other faces are called interior faces. the
exterior face encloses a set of interior faces. Similarly, we

also say that a cycle encloses a set of faces. For example,

cycle v1e1v2e2v3e4v1 encloses faces f2 and f3.

Proposition 1 For a planar signed hypergraph H, the
sign of a cycle is equal to the product of the signs of all
the faces that are enclosed by the cycle.
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Fig. 4: Planar dual of a planar signed hypergraphH.

For example, in Fig. 3, cycle C = v1e1v2e2v3e4v1 en-

closes two faces f2 and f3. It is easy to verify that the

sign of C is equal to the product of the signs of f2 and f3,

which is negative. The sign of f1 is equal to the product

of the signs of f2, f3 and f4. In general,

Proposition 2 A planar signed hypergraph has an even
number of negative faces.

A face is said to be incident with the vertices and edges
in its boundary. When an edge is incident with more than

one face, we say that the edge separates the faces incident
with it. For example, in Fig. 3, edge e1 separates faces f1
and f2, and edge e4 separates faces f1, f3 and f4. It can

be seen that the number of faces separated by an edge is

less than or equal to the degree of the edge.

Let H be a planar signed hypergraph; the planar dual
H? of H is de�ned as follows: corresponding to each face

f ofH there is a vertex f? ofH?; Corresponding to edge e

of H that separates two or more faces, there is an edge e?



of H?; a set of vertices in H? are joined by edge e? if and

only if their corresponding faces are separated by edge e

in H. Associated with each vertex f? in H? is a sign that

is the sign of its corresponding face f in H. For example,

the planar dual H? of the planar signed hypergraph H in

Fig. 3 is shown in Fig. 4.

The planar dual of a planar signed hypergraph is a

hypergraph in which each vertex is associated with ei-

ther a positive sign or a negative sign. Such hypergraphs

are called marked hypergraphs, following the convention

of Beineke and Harary [2], who invented the notion of

marked graphs in the modeling of relations between per-

sons in psychology. In a marked hypergraph, vertices as-

sociated with a positive (negative) sign are called positive
(negative) vertices.

A marked hypergraph that is the planar dual of a planar

signed hypergraph has several properties. First, it is pla-

nar. Second, it is connected, i.e., for every pair of vertices

u and v, there exists a path with u and v as end-vertices.

Third, it has an even number of negative vertices.

B. Concept of Hypergraph T -Joins

Let G = (V;E;  ) be a graph and let T � V be of even

cardinality. Recall that a graph T -join of hG; T i is de�ned
to be a subset of the edges that meets each vertex of T an

odd number of times and that meets each vertex of V �T
an even number of times. We note that, if we are given a

graph G = (V;E;  ) and T = V , then a T -join of hG; T i
that meets each vertex exactly once is known as perfect
matching|a concept of fundamental importance in graph

theory and combinatorial optimization.

We now consider how to generalize the notion of T -

join to marked hypergraphs. Let H = (V;E;  H) be a

marked hypergraph with T � V of even cardinality, and

G = (V [E;F;  G) be its underlying bipartite graph. A
graph T -join of hG; T i is a set F1 � F of edges that meets

each vertex of T in G an odd number of times and that

meets each vertex of (V [E)�T in G an even number of

times. A hypergraph T -join of hH;T i is de�ned to be E\
V (G(F1)), i.e., the subset of edges in H that are \used"

by a T -join in the underlying graph of H. For example, in

the marked hypergraph in Fig. 4, all hypergraph T -joins

are fe?1g, fe
?
2g, fe

?
4; e

?
5g, fe

?
3; e

?
4; e

?
5g, fe

?
1; e

?
2; e

?
4; e

?
5g, and

fe?1; e
?
2; e

?
3; e

?
4; e

?
5g.

Note that hypergraph T -join degenerates graph T -join

when H is a graph. On the other hand, a hypergraph T -

join may meet a vertex in T an even number of times: For

example, fe?3; e
?
4; e

?
5g is a hypergraph T -join, which meets

f?1 twice. It may also meet a vertex in V � T an odd

number of times: For example, fe?4; e
?
5g is a hypergraph

T -join that meets f?4 once.

C. Duality of Max Balance Cut and Min T-Join

The �rst main result of this paper is as follows:

Theorem 2 (Duality Theorem) A maximum balance
cut in a planar signed hypergraph is a minimum hyper-
graph T-join in its planar dual.

For example, consider the marked hypergraph H? in

Fig. 4 with T = ff?
1
; f?

2
g. Sets fe?

1
g and fe?

2
g are two

minimum hypergraph T -joins. The two corresponding

maximum balance cuts in H are fe1g and fe2g.

D. Marked Hypergraph Formulation of CVM

Given a hypergraph H = (V;E;  ) and T � V of even

cardinality, the minimum hypergraph T -join problem is

to �nd a hypergraph T -join having minimum cardinality.

Theorem 2 states that the general CVM problem can be

formulated as the minimum hypergraph T -join problem.

In fact, we can formulate the hypergraph T -join problem

for the CVM problem directly from a given partial rout-

ing: construct the clusters, represent each face (separated

by clusters) by vertices, and represent each potential via

by an edge. The sign of a vertex is determined by the

number of cross-overs in the cycle that immediately en-

closes the corresponding face: positive if it is even, and

negative if it is odd.

IV. Compact Linear Program

for Restricted CVM

In this section, we derive a compact linear programming

formulation for restricted CVM. This is done by studying

the maximum balance problem in planar signed graphs.

We apply the duality theorem in the previous section and

a fundamental theory of polyhedral combinatorics. For

the general CVM, a mathematical programming method

has been proposed to �nd best possible planar signed

graph approximation of a planar signed hypergraph [11].

Consider a signed graph G = (V;E;  ). Suppose that

� = (V +; V �) is a bipartition, and C � E is the corre-

sponding cut, i.e., a set of edges such that each edge joins

a vertex in V + with a vertex in V �. We associate a cut
variable ze with each edge e 2 E as follows:

ze =

�
1 if e 2 C,
0 otherwise.

(1)

A feasible solution to the maximum balance problem

corresponds to a vector z in RjEj that de�nes a cut, where

R is the set of real numbers. Let Q be the set of all the

cycles in G; then vector z 2 RjEj de�nes a cut, i�

ze 2 f0; 1g; (2)

for all e 2 E, and
X
e2Q

ze � 0 (mod 2): (3)

for all Q 2 Q. Here (3) states that each cycle must be cut
by a bipartition an even number of times.



In a signed graph, a positive edge is an edge with ei-

ther two positive vertex-edge incidences, or two negative

incidences; a negative edge is an edge with one positive

vertex-edge incidence and one negative incidence. Let E+

(E�) denote the set of positive (negative) edges in E; then

edge e is balanced by a bipartition if and only if

ze = 0 for e 2 E+;

ze = 1 for e 2 E�:

The maximum balance problem is to �nd z 2 RjEj for

an integer linear program de�ned by

maximize
X
e2E+

we(1� ze) +
X
e2E�

weze;

subject to (2) and (3), where we is a real weight associated

with edge e.

From Theorem 2, the maximum balance problem in a

planar signed graph reduces to the minimumT -join prob-

lem in its planar dual. Then, according to Edmonds and

Johnson [5], and noticing that cycles and cuts are ex-

changeable under planar duality, (2)-(3) can be replaced

by the following set of linear inequalities:

X
e2Q�U

ze +
X
e2U

(1� ze) � 1; (4)

where Q is a cycle in Q, U � Q and jU j is odd, and Q�U
denotes edges in Q but not in U . The inequalities in (4)

are called blossom inequalities.
In summary, the maximum balance problem in a pla-

nar signed graph is formulated as the following linear pro-

gram:

maximize
X
e2E+

we(1� ze) +
X
e2E�

weze;

subject to

ze � 0; (5)

and X
e2Q�U

ze +
X
e2U

(1� ze) � 1; (6)

where Q 2 Q, U � Q and jU j is odd.
Any linear program can be solved in polynomial time

in the size of the program [9]. However, the number of

blossom inequalities in the formulation above may be ex-
ponential in terms of the graph size, as seen from the

following proposition.

Proposition 3 For a cycle of length k, the number of
blossom inequalities in (6) is 2k�1.

We can show that the number of inequalities in the

formulation above can be reduced so that it is only poly-
nomial in the size of the CVM problem. The reduction

is accomplished in three steps. First, reduce the size of a

signed graph resulting from CVM by pre-processing self-

loops, parallel edges, series edges, and cut edges. Second,

triangulate a given planar signed graph, i,e., adding cer-

tain zero-weighted edges so that each face is enclosed by

exactly three edges. Third, list only blossom inequali-

ties for bounded faces. Now, we are ready to present the

second major result of this paper:

Theorem 3 For a connected planar signed graph with n
vertices and an exterior of length k, a linear programming
formulation of the maximum balance problem can be con-
structed that consists of 3n� k� 3 variables, 8n� 4k+ 8

blossom inequalities, and 32n�16k+32 nonzero elements.

Graph triangulation makes a graph dense; however, we

can prove that the resulting linear program for a triangu-

lated planar signed graph is always sparser than that of

the original planar signed graph.

V. An Illustrative Example

We demonstrate how to use the compact linear pro-

gramming approach to solve the CVM problem in Fig. 1.

As shown in Figs. 5(a) and (b), a hyperedge with de-

gree 3 can be represented exactly by a weighted planar

signed graph [11]. One can verify that the cost function

is 0:5(1� z5) + 0:5z3 + 0:5z4 � 0:5. Substitute this trans-

formation into the original signed hypergraph, and apply

graph simpli�cation techniques, we can obtain a weighted

triangled planar signed graph, shown in Fig. 5(d).
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Fig. 5: Modeling a planar signed hypergraph.

To set up our compact linear programming formulation,

let us consider how to formulate the objective function.

Edges e1 and e5 are positive edges (E
+), whereas edges e2,

e3, and e4 are negative edges. This leads to the following



objective function:

maximize (1�z1)+1:5(1�z5)+z2+1:5z3+0:5z4�0:5

Now we consider the constraints. First, we have

z1; z2; z3; z4; z5 � 0

There are two bounded faces. Consider the face that en-

closes edges e2, e5 and e1. The all odd sets U of edges are

e2, e5, e1, and e2; e5; e1. So we can set up the following

constraints:

z2 + z5 + (1� z1) � 1

z5 + z1 + (1� z2) � 1

z1 + z2 + (1� z5) � 1

(1� z1) + (1� z2) + (1� z5) � 1

Similarly, the face that encloses e5, e3 and e4 introduces

the following constraints:

z3 + z4 + (1� z5) � 1

z4 + z5 + (1� z3) � 1

z5 + z3 + (1� z4) � 1

(1� z3) + (1� z4) + (1� z5) � 1

The solution to the problem above is

z1 = z2 = z5 = 0; z3 = z4 = 1;

with the objective function being 4. That is, four edges

are balanced and one edge (e2) is unbalanced. This im-

plies that one via is needed at potential via e2. The re-

sulting optimum CVM solution is illustrated in Fig. 6.

Fig. 6: An optimum CVM solution to Fig. 1.

VI. Conclusion

This paper presented a planar dual formulation for two-

layer CVM. A compact linear program characterization of

the restricted CVM problem was derived for the �rst time

in this paper. Using polynomial algorithms for linear pro-

gramming [9], we have an exact and polynomial algorithm

for restricted CVM. Combined with optimum approxima-

tion of hyperedges via mathematical programming [11],

provably good solutions of the general CVM can be ob-

tained in polynomial time. A compact linear program

characterization is especially interesting for performance-

driven routing.
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