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Abstractd This paper presents a BDD-based approach to per-

form logic partitioning for sequential circuits. We use a Transition Relatio DD Partitionin Transition Relation
- . - ' of ..on ! of Partitioned
sequential machine to model a circuit and represent the Sequential Machirje Jransition Relatio Sequential Machine

machine by its transition relation. A heuristic algorithm based
on the BDD representation of the transition relation is pro-

posed to partition the sequential machine with minimum num- . \ .
ber of input/output pins. Using BDDs and their operations, we ' Logic )
have developed an efficient method to iteratively improve a Extraction Synthesis
partition. Experimental results show that our sequential logic i

partitioning algorithm significantly outperforms partitioning
algorithms at the netlist level. Circuit " -y
g (=]

1. INTRODUCTION Fig. 1. Circuit partitioning flow.

Circuit partitioning is a well known problem and has
been extensively studied. It aims to separate a large circuit In this paper, we propose a BDD-based circuit partition-
design into smaller parts which satisfy certain constraints,ing approach for sequential logics. It can also be used to
and usually has an objective of minimizing the interconnec- partition combinational logics. Fig. 1 depicts the partition-
tions between the parts. Many approaches have been prong flow of our approach for circuit partitioning. First, we
posed to solve various partitioning prob|ems_ However, extract the behavior of the circuit from its netlist by model-
most of the partitioning a|gorithms operate on the physica| |ng the circuit as a Sequential machine. The behavior of the
implementations (the netlists) of the circuits and formulate sequential machine can be captured by a transition relation
the problems as graph or hypergraph partitioning problems that describes the relationship among the inputs, outputs,
One disadvantage of this approach is that the quality of thePresent state and next state. We construct a BDD to repre-
partitioning results is strongly dependent on the circuit Sent the transition relation, where each computation path of
imp|ementation_ In contrast, by partitioning a circuit at the the BDD from the source to sink ‘1’ defines valid transitions
functional level, i.e. decomposing the logic function of the of the sequential machine. The BDD of the transition rela-
circuit, we can exp|ore a |arger solution space that is inde-tion is used in a heuristic algorithm to find a partition of the
pendent of the physical implementation. input/output and state variables of the relation. From the

To perform partitioning on the functions, an efficient variable partition, we can derive two communicative
data structure is required to represent a sequential circuitsequential machines. The communication complexity
Ordered Reduced Binary Decision Diagrams (ORBDDs or between the two machines is evaluated by the dependency
simply BDDs) are graph based data structures that providedetween blocks of variables in the partition. Using BDD
efficient and canonical representations for Boolean func- representation of the transition relation, it is easy to observe
tions. They have been Wide|y used in various aspects ofthe relationship between the variables and efficient to evalu-
logic synthesis and verification. Particularly, BDDs have ate the number of interconnections in the partition.
been used in function decomposition [4][5] and communi- ~ The remainder of this paper is organized as follows. In
cation based logic partitioning [1][8]. However, these Section 2, we will first give some preliminaries on sequen-
approaches rnain|y app|y to combinational |OgiCS, not tial machines and BDD-based function decomposition. We
sequential circuits. will then state the sequential machine partitioning problem
and its relation to function decomposition in Section 3. In
Section 4, the BDD-based partitioning algorithm for

“This work was supported in part by grants from the NSF sequential machines will be presented. We will given the

project MIP-9529077 and the California MICRO program. experimental results in Section 5 and conclude the paper in
Section 6.
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Fig. 2. Schematic representation of a sequential machine.
2. PRELIMINARIES

2.1. Sequential Machine and Transition Relation
Let f : B" - B™ denote a (multiple-output) Boolean
function withn inputs andn outputs, wher® = {0, 1}.
Definition 1. Given a functiorf : B" - B™, itscharac-

teristic functionis a single-output functiof : B"xB™ . B
defined byF(x, 2) = 1 iff f(x) =z

A sequential machine consists of a combinational logic

From the definition, we see thatX, Y, Y, 2) = 1 iff (X,
Y, Y, Z) is a valid transition. Thus, we can use the transition
relation of the sequential machine to describe its behavior.

2.2. BDD-based Function Decomposition

Definition 4. An a-g decomposition of functiorfi(X)
with bound set Uandfree set YU OV = X, is a transfor-

mation off to g(a(U), V). If U n vV = O then the function
decomposition iglisjunctive otherwise, it is1ondisjunctive

For the purpose of this paper, we consider only the dis-
junctive form fora-g decomposition. The following discus-
sion is based on the results of [4][8] and we extend their
concepts to decompose a multiple-output function by its
characteristic function.

Let 1, _\ denote a variable ordering &f = U O V
wherex; < for anyx; 0 U andx U V andBDD(f, my _ )
denote a BDD representing a functit{X) with variable
orderingryy _ v

Definition 5. Given BDD(f, m,_y), we define

and memory elements. It can be represented schematicallgutse¢(BDD(f, 1y, _\), U) as the set of nodes in the BDD
as in Fig. 2 and defined by Boolean variables and functions.ith the following properties:

Definition 2. A sequential machine 4 a 6-tupleX, Y,
Y, Z, A, d) whereX = {Xq,..., Xy} is the set of input vari-

ables)Y = {yy,..., ¥i} is the set of present state variabl¥s,

={y;,..., Yk} is the set of next state variabl&= {z,...,
Z,} is the set of output variablex,= (A4,...,A) is the out-
put function, and = (&,,...,0,) the next state function. The

output function : B"x BX . B™and the next state function
5 : B"x BK -, BX describe the behavior of the sequential
machine and are defined by the following logic equations:

z =NV (i=1,..m) 1)
y'=38.(X ) (i=1,.. K. @)

A 4-tuple (X, Y, Y, 2) that satisfies (1) and (2) denotes a
valid transition of the sequential machine in which the
machine produces outpdtand changes its state from state
Y'to stateY on inputX. Combining Equations (1) and (2) for
the multiple-output functions andd, we can derive a sin-
gle-output function called theansition relationthat defines
all the valid transitions of a sequential machine.

Definition 3. Given a sequential machingé = (X, Y, Y,
Z, A, 9), its transition relationis the characteristic function
T:B"x BB B™ _, Bof (), 9), i.e.
k

[y =3; (X, ¥)). (3)

T(X Y %.2)= ] (420X ) 0
i i=1

i=1

1. For the purposes of this paper, we use the same s¥mdol
denote the variable set{ ..., x;} and the vectorx, ..., X))

(i) it is a sink node or a node corresponding to a variable
in V.

(ii) it is linked by an edge from a node corresponding to
a variable inJ.

For example, Fig. 3 shows the BDD of functigxy, X,
X3, X4, X5, Xg, X7) With variable orderingy <X, < xg <X4 <
X5 < Xg < X7. With U = {Xq, X5, X3, X4} and V = {Xs, Xg, X7},
the cutset oBDD(f, 11, _\) is {a, b, ¢, d}. Actually, the
ordering of variables withil and the ordering of variables
with V will not affect the size of the cutset [4].

Lemma 1 [4]. GivenBDD(f, 1y, _ \/) with cutse(BDD(f,
T _v), U), the decompositiof(X) = g(a(U), V) wherea =
(ay,...,a) exists iff|’|ogz|cutse( BDQ fry, V))|"| <k.

Lemma 1 states that the minimum number of outputs in
the a function is at Ieasrtl)c_)tgzlcutse( BDR fry, ) "|
its

since we need so many or variables) to encode all the

V4

Fig. 3. An example BDDBDD(f, 1y, ), of a functionf and
its cutset for a bound st
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Fig. 4. A two-way partitioning of a sequential machine.

nodes in the cutset. For example, the BDD in Fig. 3 has a

cutset of four nodes and each node can be encoded by a
unique code of two bits.
The results in Lemma 1 can be generalized for multiple-

output functions if the functions are represented by an

Edge-Valued Binary Decision Diagrams (EVBDD) [4] or
Multiple-Output Binary Decision Diagrams (MOBDDs)
[8]. For logic partitioning, we propose to use the BDD that
represents the single-output characteristic fundifx 2)
instead ofZ's multiple-output functiorf(X) itself. A similar

result can be derived from Lemma 1 when we use this rep-

resentation.

Lemma 2 Given a functiorf(X) and its characteristic
function F(X, Z), the decompositiorf(X) = g(a(U), V)
wherea = (04,...,0y) exists iff there exists a bound $ét]

X'so that|'logz|cutse( BDR Ry, (X\U) O ol U)|"| <k .

3. SEQUENTIAL MACHINE PARTITIONING

3.1. Problem Statement

We consider the problem of partitioning a sequential
machineM into two communicating submachinkt, and
Mg with a topology as shown in Fig. 4. Each set of primary

XaOYa ; XgOYg
| | |
|
MA Caz BL : Cs_n M B
¥ |
|
9a | 9B
|
i |
ZAOY' s | Zs0Yp

Fig. 5. Logic functions of the submachines in sequential
machine partitioning.

The behavior of the original machine has to be pre-
served in terms of the outputs and the internal state
observed, i.e. each output or memory elemeljrandMg
has an equivalent function of its corresponding output or
memory element iM. To meet this requirement, in addition
to the primary inputsM, and Mg have external inputs
Cg_a andCp _ g, respectively, from the combinational cir-
cuit of the other machine. We cdllz_ 5 andCp_ g the
communication inputs/outpuis terms of signals ancom-
munlcat|on variablegn terms of Boolean variables that rep-
resent them. The total number of pi@g | Al + Ca_gl
required for communication in each submachine is called
thecommunication width

Let PINp denote the number of external inputs/outputs
of M, andPINg denote the number of external inputs/out-
putsMpg, i.e.

PIN, = |XA| +|CBq A] +|ZA| +|CAq B| (5)

a-d*|Z8 *|Cs A ®6)

The objective of our partitioning problem is to minimize
maxPINa, PINg) to prevent partitions with unbalanced
number of input/output pins.

PINg = |XB| + |C

3.2. Submachine Construction with Minimum
Communication Width

Suppose we are given a variable partition of the sequen-
tial machine. The number of pins for primary inputs/outputs
in each submachine has been determined by the partition.
With the objective of minimizing maR(N,, PINg), we
now show how to construct the submachines with minimum
communication width for a given variable partition.

For submachin®,, its combinational logic has outputs

inputs, primary outputs and memory elements is partitionedz, 0 Y, and the communication outpu®s _ g. Letga and
into two disjoint subsets. In terms of variables, the each sefy, be the logic functions foZ, 0 Y5 andCx_ g in My,

of variable is partitioned disjointedly and the state variables respectively. Then, the combinational logic functiorvif

have to satisfy

(Y, OY, =y ' 0Y)0y0Y;=y'0Yg) 4

to form a valid partition of the memory elements. Hereafter,
we refer to such a partition simply asaxiable partitionof

the sequential machine.

can be partitioned inte, andg, as shown in the left part of
Fig. 5. Similarly, the combinational logic function bfg
can partitioned intoig andgg.

From Fig. 5, we can also observecy decomposition
galag(Xg O Yg), Xa O Y,) of the multiple-output function
for outputsZ, O Y' 4 in the original machin#, i.e.
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=g, (0,X,O0YyL), X, OY 7
ga@p(Xg 8 Xa ) (7) B:XBDYBDYBDZB{ A =X 0 YD Y02
Similarly, gg(aa(Xa O Ya), Xg O Yg) is ana-g decomposi-
tion of the function for outputg§g O Zgin M, i.e.
AZXAOYADY AT 24 B=XgOYgO YO Zg
00 axovwdoB O §(x, WU }
[z 02z, U Oyovg 0

= ga(04(X4 0 YR, Xg O Yp) . 8)

Using BDD-based function decomposition, we can con-
struct the submachines with minimum communication,
Cg_ aandC, _ g, by decomposing the function f8g O Y' 5

BDD(T, 5 ,o) BDD(T, iy, g)

Fig. 6. BDD representations of the transition relation.

4.2. Evaluating a Variable Partition

in M with bound seXg 0 Yg and the function foZg 0 Yg Our algorithm searches different variable partitions
in M with bound seX, 0 Ya. After decompositiong, and using the BDD representation of the transition relation. For
ga are composed to the combinational functiorVof, ag each partition, the pin requirement, nfad{,, PINg),
andgg are composed to the combinational functiovigf should be calculated to evaluate the solution. The BDD-
based approach has made the calculation for communica-
4. BDD-BASED SEQUENTIAL MACHINE tion width, [C, _ B| +|Cq A] , efficient by identifying
PARTITIONING ALGORITHM the cutsets of twat-g decompositions (Section 3.2) in the

In the previous section, we have shown how to minimize BDDs. There are two cutsets to be identified, one with
viou ion, w Y Wi W inimiz ; X )
the communication width if a variable partition of the pound sekg [] ¥ an_d one with bound S8, U Yy T_h_ere
fore, we need to maintain two BDDs for the transition rela-

sequential machine is given. The communication width, 4, gimyitaneously, where each variable ordering is reverse
|CA B| +|CB . A+ can be calculated by identifying the ;4w other

cutsets in the BDDs. In this section, we propose a BDD- Fig. 6 depicts the two BDDSBDD(T, T ) and
based Iog_|c partitioning algorithm for seqqenual mach_mes. BDD(T, iy _ g), whereA = X, 0 Yo 0 Y5 0 Z, andB = Xg

The algorithm uses the BDD representation of the single- Yg 0 Y'g 0 Zg. The cutlines in the two BDDs define a
output transition relat_lon of_a machine to represent its multi-, ;o) partition. We can then compute the cutset size with
plg—output Iog_|c functlon_. _Slnce_ an exact method of enumer- respect to the cutline in each BDD to calcul@g |4 and
ating all variable partitions is impractical, we use an |Ca_ gl- Note that the exact cutset sizes should be computed

iterative improvement approach. The idea is to locally g5 the BDDs representing the characteristic function for
change a variable partition by relocating a variable and theOutputSzA OY, ie

cutline in the BDD. For each new partition, the cutset of the

BDD is computed to evaluate the quality of the variable par- M GEAXK))D T 6'=86(XY)) (9

tition. z 02z, YibYa

4.1. Transition Relation Approach derived from the Equation (7) and the characteristic func-
In Section 2.1, we have shown that the behavior of g tion for outputsZg [ Yg, i.e.

sequential machin®l = (X, Y, Y, Z, A, 6)’can be described M (z=A(XY)) 0O M (y'=95,(X.Y)) (10

by its transition relatiom whereT(X, Y, Y, Z) = 1 iff (A (X, 7z 0Zg y;0Yg

Y), 3 (X, Y)) = Z, Y). There are two reasons for using the
transition relation instead of the logic function of a sequen-
tial machine. First, the transition relation is a single-output
function and the cutset of the BDD in function decomposi-
tion can be easily identified by Lemma 2. Second, a variable
partition in a sequential machine involves input and output
partitioning simultaneously. Since the transition relation
T(X, Y, Y, 2) is a function of the input and output variables,

derived from Equation (8), respectively. Although these
BDDs for the characteristic functions can be constructed
respectively fromBDD(T, 1g_, ) and BDD(T, i, _, g), We
usecutse(BDD(T, Tz, 5), B) andcutse(BDD(T, 1 _ g), A)
computed from the two BDDs maintained by the algorithm
for efficiency. This means that we approximate the commu-
nication width by

we can apply variable ordering operations on its BDD rep- |_|092|CU'[59( BDR Tmg | p): B)|_|
resentation to locally change a variable partition. Although
there are EVBDDs [4] and MOBDDs [8] proposed to repre- * |’Iog2|cutse( BDRTm, _ ). A)|—| . (11)

sent multiple-output function, we can only use their repre-
sentations to partition input variables but not output
variables.

Since the communication width is logarithmic in the sizes
of the cutsets, the amount of over-estimation should be
insignificant.



4.3. Heuristic Algorithm by Partition Enumeration

Fig. 7 shows our BDD-based partitioning algorithm to
find a variable partition in sequential machines. The heuris-
tic algorithm locally changes a variable partition an

improves the solution iteratively.

Given an initial variable partitionA( B) and the transi-
tion relationT, two BDDs are first constructed with variable
orderings Ty, o and T _, g, respectively. Each variable
ordering of the two BDDs is kept totally as the reverse to
the other in the algorithm. Then, each variable is subse-
guently considered and relocated in the BDD to a new posi-

Algorithm

INPUT: initial variable partition 4, B) and the transition relatioh for

the sequential machine.
OUTPUT: final variable partition4| B).
{

/* N: the total number of input/output variables or state variable pairs */

/* CPW the cutline position window */
/* w: the width parameter @PW*/

CPW= [IN/20Gw, IN/203+w)];
construcBDD(T, Tz, o) andBDD(T, Ty _, g);
min_pin_nun¥ pin requirement for variable partitioA, B);
repeat {
improved= false
for each variable or variable paiin A0 B {
old_position=v's current position;
sift_and_searcfv, new_position, pin_num
if (pin_num< min_pin_nur{
improved=true;
min_pin_nune pin_num
cutline=new_position

sift v to new_positiorin BDD(T, 1 _, o) andBDD(T, Ty _ g);

}
else siftv back toold_position
} until (improved=="false);
return (A, B) defined bycutlineg
}

sift_and_searcfv, new_positionpin_numn)
{
/* p : position in variable ordering with indicesBDD(T, T3 _, 5)

andBDD(T, Ty, g) reverse to each other. */
pin_num= 00;
for each positiop 0 CPW{
sift v to positionp in BDD(T, Tz _, ») andBDD(T, Tis _, g);
temp_cutline=p;
compute the cut sets definedtbynp_cutlinén BDD(T, T3 _, 5)
and inBDD(T, Ty _ g);
computePIN, andPINg;
if (max(PINa, PINg) < pin_num) {
pin_num= max@INa, PINg);
new_positiorr p;
}
}

return new_positionpin_num

}

Fig. 7. A BDD-based algorithm of finding a variable

partition in sequential machine.

tion, if the new variable partition after the relocation is an
improved solution. The new position also serves as the new
cutline for defining the variable partition. To avoid

g extremely unbalanced partition, we setutline position

window(CPW) for the new position of each variable and the
cutline. TheCPWis centered in the middle of the variable
ordering and is defined by a width parameter

The searching stegift_and_searclior a variable’s new
position is based on a varials#ting operation which was
initially proposed in [6] to reduce the size of a BDD. The
sifting operation searches the optimum position for a vari-
able in theCPW assuming the order of all other variables
remains fixed. For eachbeing considered, we first ‘sif¢/
(exchangingv with its next neighbor iteratively) to the first
position of theCPW Thenv is sifted towards the end of the
CPWand the best position with minimum pin requirement
is returned. For example, with a variable ordering, %5,
X3, X4, X5>, We can repeatedly 'sift’ variablg ‘downwards’
in the CPW= [2, 4] from position 2 to position 4 to obtain
variable orderings %, X1; X3, X4, X5>, <X, X3, X1; X4, X5>
and <, X3, X4, X1; X5> in sequence. The position of the cur-
rent variablev being sifted defines the cutline that separates
v from the variable in front of it as shown by the semicolon
(;) in the example. Note that the variable partition in the
transition relation requires each pair of present state vari-
abley; and next state variabig to stay in the same block.
Therefore, eachyf, y'i) pair is considered as an entity when-
ever the sifting operation is performed, iye.andy; are
always adjacent in the ordering and the cutline can never
separate them.

After the new position is returned Bift_and_searchv
is sifted to the best position returned if the partition defined
by the new cutline is a better solution. Otherwisis, sifted
back to its original position since it has been sifted to the
last position in th&€CPW Note that the each variable order-
ing of the two BDDs is the reverse or the other. Thus, all the
sifting operations in the algorithm should be in opposite
directions on the two BDDs.

5. EXPERIMENTAL RESULTS

We have implemented the BDD-based heuristic algo-
rithm and applied it to sequential circuit partitioning. Exper-
iments on a set of MCNC benchmarks were conducted to
demonstrate the effectiveness of the algorithm. For each test
case, we extract the function of the circuit from its netlist at
the gate level and construct the BDD representation of its
transition relation by calling routines of BDD operations in
SIS [7]. Then the BDD is used in our heuristic algorithm to
find a variable partition with minimum pin requirement for
partitioning the sequential machine. For comparison, the
same netlist of each test case is also partitioned by the two-
way Ratio Cut Il netlist partitioning program [9] to mini-
mize the input/output pins. The Ratio Cut Il program is an
improved implementation of the original ratio cut algo-
rithm.We choose it as the netlist partitioning algorithm



TABLE 1. RESULTS OF SEQUENTIAL CIRCUIT PARTITIONING

Test Cases Ratio Cut BDD-based Partitioning

Name| FF /O |Max /O Pinl/Pin2 Total |[Max I/O Pin1/Pin2 Total FF1/FF2

s27 3 5 5 4/5 9 4 3/4 7 1/2
s344 | 15 20 22 14722 3§ 19 17/19 36 6/9
s382| 21 9 13 12/13 25 8 817 15 12/9
s386 6 14 20 20/18 38 11 11/9 20 3/3
s400 | 21 9 11 4/11 15 8 817 15 10/11
s420 | 16 19 20 171720 37 12 12/11 23 9/7
s444 | 21 9 11 8/11 19 8 718 15 12/9
s510 6 26 51 33/51 84 23 23/23 46 4/2
5820 5 37 53 41 /53 94 24 23124 49 2/3
s832 5 37 49 40/ 49 89 24 23124 49 2/3
s953| 29 39 82 82/71 151 29 261729 57 16/13
s1488| 6 27 70 65/70 13} 21 21/20 41 3/3
s1494| 6 27 75 58/75 13| 21 18/21 39 3/3
s208.1 8 11 11 10/11 21 10 10/7 19 4/4

scf 7 83 152 152/123 274 54 53/54 107 5/2

because it is efficient, and yet still generates comparableapproach can produce partitions with bidirectional commu-
results against state-of-the-art netlist partitioning algo- nication, instead of unidirectional. Currently, we are gener-
rithms. To prevent partitions with extremely unbalanced alizing the sequential machine partitioning to allow non-
sizes, we set the total node size ratio of the two subcircuitsdisjoint partition of inputs for possible improvements.

between 1/2 and 2.

Table 1 shows the characteristics of the benchmarks andREFERENCES
the partitioning results. The numbers of flip-flops and input/ 1]

output pins are listed for each benchmark circuit. In the last
two columns, we compare the numbers of 1/O pins of the

results produced by our algorithm against the results by 2]

Ratio Cut Il. In terms of total I/O pins or the maximum I/O
pins of the two subcircuits, our BDD-based partitioning
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the submachines are synthesized.

6. Conclusions

We proposed a BDD-based algorithm to perform logic
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partitioning for sequential machine. Our approach is to use !

the BDD that represents the transition relation of the
sequential machine to find a good variable partition. It is not
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