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Abstract| In layout design of transport-processing

FPGAs, it is required that not only routing congestion

is kept small but also circuits implemented on them

operate with higher operation frequency. This pa-

per extends the proposed simultaneous placement and

global routing algorithm for transport-processing FP-

GAs whose objective is to minimize routing congestion

and proposes a new algorithm in which the length of

each critical signal path (path length) is limited within

a speci�ed upper bound imposed on it (path length

constraint). The algorithm is based on hierarchical

bipartitioning of layout regions and LUT (LookUp

Table) sets to be placed. Each bipartitioning proce-

dure consists of three phases: (0) estimation of path

lengths, (1) bipartitioning of a set of terminals, and

(2) bipartitioning of a set of LUTs. After searching

the paths with tighter path length constraints by esti-

mating path lengths in (0), (1) and (2) are executed so

that their path lengths are reduced with higher prior-

ity and thus path length constraints are not violated.

The algorithm has been implemented and applied to

transport-processing circuits compared with conven-

tional approaches. The results demonstrate that the

algorithm resolves path length constraints for 11 out of

13 circuits, though it increases routing congestion by

an average of 20%. After detailed routing, it achieves

100% routing for all the circuits and decreases a cir-

cuit delay by an average of 23%.

I. Introduction

As application-speci�c �eld-programmable gate arrays
(FPGAs), transport-processing FPGAs have been pro-

posed [4],[8],[9].1 In contrast with conventional FPGAs
as in [10], transport-processing FPGAs have �ner gran-
ularity of logic functions so that they implement more

exible circuits on them. Since transport data process-
ing has strong direction of signal ows, input terminals

1FPGAs called PROTEUS have been developed for transport

processing [4],[8],[9].

are placed on one side of each cell in FPGAs and output
terminals are on the opposite side (cell will be de�ned in

Section II). In placement and global routing design for
transport-processing FPGAs, the following requirement
should be satis�ed �rst.

(1) Because of �ne logic granularity, the amount of con-
nections among cells tends to increase. Placement and
global routing with smaller routing congestion is re-

quired in order to achieve 100% routing.

In addition, the following requirement should be satis�ed

in order to achieve real-time processing of a large amount
of data communicated continuously.

(2) Circuits implemented on transport-processing FPGAs

are required to operate with higher operation fre-
quency.

Several layout synthesis algorithms have been pro-

posed for transport-processing FPGAs [6],[8]. In [8],
partitioning-based placement and maze routing for min-

imizing critical path delays are proposed. Those algo-
rithms are, however, di�cult to generate layouts with
small routing congestion and thus do not satisfy the re-

quirement (1). In [6], a simultaneous placement and
global routing algorithm is proposed. Since it evaluates

routing congestion directly during placement, it generates
layouts with small routing congestion and thus achieves
100% routing easily. The algorithm, however, does not

minimize routing delays explicitly and does not satisfy the
requirement (2) as it is. In [1],[5], performance-directed

synthesis algorithms for conventional FPGAs have been
proposed.2 The algorithm in [1] executes technology map-

ping and placement simultaneously and attempts to min-
imize routing delays. Since it estimates routing delays
based on only placement, it cannot obtain accurate rout-

ing delays. The algorithm in [5] executes performance-
directed technology mapping, placement, and global rout-

ing simultaneously. Since it is optimized for FPGAs

2As in [6], placement and global routing for transport-processing

FPGAs are regarded as technology mapping and layout in a broad

sense. We focused on synthesis algorithms for FPGAs in which both

technology mapping and layout synthesis can be executed.



proposed in [2], it is di�cult to apply it to transport-
processing FPGAs.

In this paper, we extend the simultaneous placement
and global routing algorithm for transport-processing FP-

GAs in [6] and propose a new algorithm in which the
length of each critical signal path (path length) is lim-

ited within a speci�ed upper bound imposed on it (path
length constraint). The algorithm is based on hierarchical
bipartitioning of layout regions and LUT (LookUp Table)

sets to be placed. Each bipartitioning procedure consists
of three phases: (0) estimation of path lengths, (1) bi-

partitioning of a set of terminals, and (2) bipartitioning
of a set of LUTs. After searching the paths with tighter
path length constraints by estimating path lengths in (0),

(1) and (2) are executed so that their path lengths are
reduced with higher priority and thus path length con-

straints are not violated. The algorithm has been imple-
mented and applied to transport-processing circuits com-

pared with conventional approaches. The results demon-
strate that the algorithm resolves path length constraints
for 11 out of 13 circuits, though it increases routing con-

gestion by an average of 20%. After detailed routing, it
achieves 100% routing for all the circuits and decreases a

circuit delay by an average of 23%.

This paper is organized as follows: Section II de�nes a
path length constraint and a placement and global routing

problem; Section III proposes a new simultaneous place-
ment and global routing algorithm incorporating path

length constraints; Section IV demonstrates experimen-
tal results compared with conventional approaches; and

Section V gives concluding remarks.

II. Preliminaries

A. FPGA Model

Let us consider an FPGA model depicted as in Fig. 1
based on an FPGA chip proposed in [4],[8],[9]. The model

has a two-dimensional array of basic cells. Each basic cell
contains four LUTs with three inputs and one output as

in Fig. 1. An LUT is a unit to realize a logic function.
Each LUT in a basic cell has its input terminals on the
left side of the basic cell and its output terminals on the

right side of the basic cell. The positions of input and
output terminals on basic cells determine a signal ow

propagated from the left to the right. The output of each
LUT may be latched by programming. All the latches in
an FPGA chip are connected to a common clock signal

with special routing resources. I/O blocks are placed on
the four sides of the FPGA model.

B. Path Length Constraints

A net is a set of LUTs and primary input and output

terminals to be connected. A netlist is a set of nets. A
global route of each net is represented by a sequence of

basic cells (Fig. 1). A unit-cell is de�ned as a minimum
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Fig. 1. An FPGA model.
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Fig. 2. Path length.

room divided by the grid lines on Fig. 1 (each unit-cell

contains one basic cell). Routing congestion is de�ned as
the maximum number of global routes which cross a side

of a unit cell.

Assume that placement and global routing is given for
a netlist. A signal path is de�ned as a path on which a

signal given by an LUT or primary input reaches an LUT
or primary output via LUTs or directly. A path length l(p)
of signal path p is de�ned as the number of sides of unit-

cells except for outermost sides through which p passes.
For example, Fig. 2 shows an FPGA model composed of

2�2 basic cells and signal path p on which a signal given
by LUT a reaches primary output e via LUTs b, c, and d.

A path length of p is three, i.e., l(p) = 3.

Given signal path p in an input circuit and its upper
bound of path length lmax(p), a path delay constraint is

de�ned as

l(p) � lmax(p);

where l(p) is a path length of p after placement and global

routing. Path length constraints are imposed on signal
paths which are critical for timing.

C. Placement and Global Routing Problem

Now a placement and global routing problem is de�ned.



De�nition 1A placement and global routing problem is,

for given

(1) a netlist,

(2) an FPGA model (the numbers of rows and columns of

basic cells), and

(3) a set of path length constraints,

to determine

(a) basic cells formed by LUTs,

(b) a placement position of each basic cell, and

(c) a global route of each net

so as to minimize routing congestion under the constraints

of

� used basic cells are accommodated in the given FPGA

model,

� each basic cell contains at most four LUTs,

� primary input and output terminals are assigned to

I/O blocks, and

� path length constraints.

Note that, since forming a basic cell by four LUTs is re-

garded as technology mapping, the above problem deter-
mines technology mapping, placement, and global routing

simultaneously in a broad sense.

III. A Simultaneous Placement and Global

Routing Algorithm Incorporating Path

Length Constraints

A. Basic Algorithm

The proposed algorithm is an extended version of the
placement and global routing algorithm in [6] and inher-

its its basic algorithm. Fig. 3 shows the basic algorithm
under the following terminology.

subregion:A rectangular region composed of adjacent
unit-cells.

cut-line:A horizontal or vertical line bipartitioning one
subregion into two pieces. It is drawn along the grid

of Fig. 1.

pseudo-terminal:A �ctitious terminal placed on a cut-

line to preserve the connection of a net divided by the
cut-line.

L(R):A set of LUTs assigned inside subregion R.

TL(R); TR(R); TU (R); TD(R): Sets of primary input and
output terminals or pseudo-terminals assigned on left,

right, upper, and lower sides of subregion R, respec-
tively.

w(R); h(R):Width and height of subregion R, respec-
tively. A unit is a length of unit-cells.

The basic algorithm is based on (a) hierarchical bipar-
titioning of layout regions and LUT sets and (b) introduc-

ing pseudo-terminals to preserve the connections among

Step 1.Assign primary input and output terminals to four

sides of a layout region. Insert the layout region into Q

as a subregion.

Step 2. Pick a subregion R from Q. If Q = ;, stop.

Step 3. Bipartition R into two subregions R1 and R2. The

cut-line is drawn in such a way that the longer sides of R

are partitioned so as to make the partitioned subregions

closer to a square.

Step 4.Corresponding to bipartitioning of R,

4.1 bipartition terminal sets on the lower and upper

(or right and left) sides of R and

4.2 bipartition an LUT set inside R.

Step 5. If there exists a connection among bipartitioned

LUT sets and/or terminals, generate a pair of pseudo-

terminals for each net on the cut-line.

Step 6. If R1 and/or R2 include more than one unit-cells,

insert it (them) into Q. Go to Step 2.

Fig. 3. The basic algorithm.
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Fig. 4. Recursive bipartitioning of subregions and LUT sets.

bipartitioned LUT sets (see Fig. 4). By repeating hier-
archical bipartitioning until each subregion includes just
one unit-cell and assigning at most four LUTs to each

unit-cell, basic cell formation by LUTs, their placement,
and global routing are determined gradually with a�ect-

ing each other.

The bipartitioning procedure consists of two phases: (1)
bipartitioning of a set of terminals3 and (2) bipartitioning
of a set of LUTs. Since those two phases do not consider

path lengths explicitly, it is not expected that path length
constraints are satis�ed.

The proposed algorithm employs the strategy that re-

duces the lengths of constrained paths by (0) �rst esti-
mating path lengths and searching the paths with tighter

3Pseudo-terminals and primary input and output terminals are

referred to terminals for short.



path length constraints and executing phases (1) and (2)
extended so that the LUTs and terminals on the paths

with tighter path length constraints are assigned to the
same subregion with higher priority.4

In the rest of this section, Phase (0) and Phases (1) and
(2) extended as to incorporate path length constraints are

proposed in Sections III.B, III.C, and III.D, respectively.

B. Estimation of Path Lengths

Since the algorithm is based on hierarchical procedures,

a signal path is constructed gradually as it proceeds. Path
length is equal to the number of pairs of pseudo-terminals
on path. Thus a lower bound of path length can be com-

puted based on the pseudo-terminals generated so far and
their positions. The tightness of a path length constraint

for each path is estimated by the di�erence between the
computed lower bound and the upper bound given as a
constraint.

A lower bound of length of path p is computed as fol-
lows. Assume that path p is composed of k pairs of

pseudo-terminals in this level of hierarchy. Among pairs
of pseudo-terminals on p, let PTv(p) be a sequence of pairs

of pseudo-terminals assigned to vertical cut-lines, i.e.,

PTv(p) = fpv1 ; p
v
2; . . . ; p

v
mg

where pv1 ; p
v
2; . . . ; p

v
m are in order of a signal ow. Sim-

ilarly, let PTh(p) be a sequence of pairs of pseudo-
terminals assigned to horizontal cut-lines, i.e.,

PTh(p) = fph1 ; p
h
2 ; . . . ; p

h
ng

where ph1 ; p
h
2 ; . . . ; p

h
n are in order of a signal ow. Note

k = m+ n. For two pairs of pseudo-terminals on vertical
cut-lines (resp., horizontal cut-lines), if signals ow from

the left to the right (resp., from the up to the down) or in
its reverse direction for both of them, the directions of the

two pairs of pseudo-terminals are called equal. Let x(pvi )
be x coordinate of pvi 2 PTv(p) and y(p

v
i ) be y coordinate

of phi 2 PTh(p) as in Fig. 5. llow(p) is de�ned as

llow(p) = k +
X

2�i�m

[jx(pvi�1)� x(pvi )j � d(pvi�1; p
v
i )]

+
X

2�j�n

[jy(phj�1) � y(phj )j � d(phj�1; p
h
j )]

where

d(p1; p2) =

8<
:

1

�
if the directions of two pairs p1 and

p2 of pseudo-terminals are equal

�

0 (otherwise)

:

4The strategy of (0){(2) employed in the proposed algorithm is

the same as that employed in [7]. The algorithm in [7] bipartitions a

set of terminals and a set of LUTs based on just connections among

them. The proposed algorithm, however, executes Phases (0){(2)

based on geometric information of LUTs and terminals, which will

be described in the rest of this section.
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Fig. 5. Computation of the lower bound of path length.

llow(p) � l(p) always holds and llow(p) gives the lower

bound of path length of p. For example, let us consider
path p in Fig. 5. p = a ! b ! c ! d ! e has k = 4

pairs of pseudo-terminals in this level of hierarchy and
PTv(p) = fp2; p3g, PTh(p) = fp1; p4g. llow(p) becomes

llow(p) = k + [jx(p2) � x(p3)j � 1] + [jy(p1)� y(p4)j � 0]

= 4 + (4 � 2 � 1) + (2� 2� 0)

= 5:

Path p needs four pairs of pseudo-terminals already as-

signed and at least one pair of pseudo-terminals to pass
through R5.
Let slack(p) be the di�erence between the lower bound

and upper bound of path length, i.e.,

slack(p) = lmax(p)� llow(p):

The smaller slack(p) is, the tighter path length constraint
is imposed on p. A slack of each constrained path is com-
puted before bipartitioning of a set of terminals and bi-

partitioning of a set of LUTs. A slack of nonconstrained
paths sets to be 1 for simplicity.

C. Bipartitioning of a Set of Terminals

A set of terminals assigned to the upper and lower sides

of subregion R are bipartitioned.5 In this subsection, we
discuss bipartitioning of a lower terminal set assuming

that a upper terminal set has been already bipartitioned.
A set TD(R) of terminals assigned to the lower side of R

is bipartitioned into two sets TD(R1) and TD(R2) under

the constraints of

TD(R1) [ TD(R2) = TD(R) ^ TD(R1) \ TD(R2) = ;:

5In Sections III.C and III.D, we discuss bipartitioning with re-

spect to vertical cut-lines.
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Fig. 6. Augmenting region.

TD(R1) and TD(R2) are assigned to subregions R1 (the
left side of the cut-line) and R2 (the right side of the cut-

line), respectively. In order to keep routing congestion
small, jTD(R1)j should be equal to jTD(R2)j. A path with

a tight path length constraint is expected to be assigned
to the same subregion. The terminals on such path are

required to be assigned to the same subregion so that the
paths do not cross the cut-line.
Let RD be a lower adjacent subregion of R. Since

TD(R) is being assigned to the lower side of R and also
being assigned to the upper side of RD, TD(R) is an in-

terface between R and RD. In bipartitioning of TD(R) we
must consider region Raug which augments R by adding
RD to it as shown in Fig. 6.

Terminology used in this subsection is de�ned.

T
p
L(Raug); T

p
R(Raug): T

p

L(Raug) (resp., T
p

R(Raug)) is a set
of terminals which is assigned to the left (resp.,

right) side of the cut-line before bipartitioning TD(R).
In Fig. 6, T

p

L(Raug) = TU (R1) [ TL(Raug) and
T p

R(Raug) = TU (R2) [ TR(Raug).

dep(ti; tj):A 0-1 variable representing dependency of two
terminals ti; tj 2 TD(R) [ T p

L(Raug) [ T pR(Raug). If ti
is a transitive fanin or fanout6 of tj , dep(ti; tj) is one.
Otherwise, it is zero.

ak(ti):A 0-1 variable representing whether terminal ti 2

TD(R) [ T
p

L(Raug) [ T
p

R(Raug) is included in a bipar-
titioned subregion Rk (k = 1; 2) or not. a1(ti) = 1 ^

a2(ti) = 0 for ti 2 T
p

L(Raug) and a1(ti) = 0^a2(ti) = 1
for ti 2 T

p

R(Raug). For ti 2 TD(R), ak(ti) = 1 if
ti is assigned to subregion Rk (k = 1; 2). Otherwise

ak(ti) = 0.

As described below, the terminals ti and tj whose de-
pendency dep(ti; tj) is one and which are included in the

path with tighter path length constraint are assigned to
the same subregion with higher priority.
Assume that several terminals have been already as-

signed to subregions R1 and R2. Let ti ! tj be the path
with the tightest path length constraint which connects

terminals ti and tj .
7 Dependency of unassigned terminal

6If a signal from terminal t1 reaches terminal t2 via LUTs or

directly, t2 is called a transitive fanout of t1 and t1 is called a

transitive fanin of t2.
7A path from terminal ti to terminal tj is denoted as ti ! tj .

Step 1.Compute dep(ti; tj) (ti; tj 2 TD(R) [ T
p

L
(Raug) [

T
p

R
(Raug)). Let ak(ti) = 0 and TD(Rk) = ; (ti 2

TD(R); k = 1; 2).

Step 2.Compute depk(ti) for each unassigned terminal

ti 2 TD(R) and subregion Rk (k = 1; 2).

Step 3. Select terminal ti whose depk(ti) is maximum. As-

sign ti to subregion Rk, i.e., ak(ti) = 1 and TD(Rk) =

TD(Rk) [ ftig. If jTD(Rk)j � jTD(R)j=2, assign all of

the unassigned terminals to the other subregion. Oth-

erwise, go to Step 2.

Fig. 7. Bipartitioning algorithm of a terminal set.

ti on subregion Rk (k = 1; 2) is de�ned as

depk(ti) =

X
tj2T (R)

w(ti ! tj)� [dep(ti; tj) � ak(tj)]

X
tj2T (R)

w(ti ! tj) � dep(ti; tj)

where T (R) = TD(R) [ T
p

L(Raug) [ T
p

R(Raug) and weight

w(p) of path p is de�ned as

w(p) =
1

slack(p)
+ 1:

w(p) is designed based on a slack. w(p) = 1 if slack(p) =
1 and w(p) =1 if slack(p) = 0. depk(ti) represents how
much transitive fanouts of ti are assigned to subregion Rk

weighted with tightness of the path delay constraint. A
depk(ti) value ranges from 0 to 1. Based on depk(ti), a

terminal whose depk(ti) is maximum will be assigned to
subregion Rk.
Fig. 7 shows the bipartitioning algorithm of a set of

terminals.

D. Bipartitioning of a set of LUTs

A set L(R) of LUTs assigned inside subregion R is bi-
partitioned into two sets L(R1) and L(R2) under the con-

straints of

L(R1) [ L(R2) = L(R) ^ L(R1) \ L(R2) = ;:

L(R1) and L(R2) are assigned to subregions R1 (the left
side of the cut-line) and R2 (the right side of the cut-line),

respectively. The objective is minimizing the number of
nets crossing the cut-line without violating path length

constraints. The number of LUTs assigned to each sub-
region is constrained as follows (size constraint) [6]:

jL(Rk)j �Mk (k = 1; 2)

where

Mk = jL(R)j �
NL(Rk)

NL(R)
+ a �

�
NL(Rk)� jL(R)j �

NL(Rk)

NL(R)

�
:



Here NB(R) is the number of basic cells in subregion R,

NL(R) = 4 � NB(R) is the number of LUTs in R, and
a = 1= lg(NB(Rk) + 1).

A set of LUTs is bipartitioned based on network ows.

Terminology used in this subsection is de�ned.

GR = (V;E), GR
st
= (V 0; E0):GR is a graph with capac-

ity constructed from a netlist in subregion R. Each
node in GR is associated with either an LUT in R, a

terminal on the four sides of R, or a net connecting
LUTs and/or terminals in R.8 Those node sets in GR

are denoted as VL, VT , and VN , respectively.

Edge e 2 E of GR is constructed from each net as
in Fig. 8 [11], i.e., for each net n and a set Ln of LUTs

and terminals to be connected by n,

� consider two nodes v1(n) and v2(n) associated
with n,

� connect each v 2 Ln to v1(n) by edge (v; v1(n))

with capacity of 1,

� connect v2(n) to each v 2 Ln by edge (v2(n); v)
with capacity of 1, and

� connect v1(n) to v2(n) by edge (v1(n); v2(n)) with
capacity of one.

We can apply a network ow technique to bipartition

a netlist by introducing the edges described above [11].

Node set VT is bipartitioned into VT1 and VT2 which

are associated with TL(R) [ TU (R1) [ TD(R1) (the
terminals in R on the left side of the cut-line) and
TR(R)[ TU (R2) [ TD(R2) (the terminals in R on the

right side of the cut-line), respectively.

GR
st is a graph constructed from GR, source node

s, and sink node t. s is connected to v 2 VT1 by edge
(s; v) with capacity of 1 and u 2 VT2 is connected to
t by edge (u; t) with capacity of 1. Capacity of edge

e 2 E0 is denoted as c(e).

(X;X):A partition of nodes in GR
st such that s 2 X and

t 2 X and called a cut .

Ef (X;X), Eb(X;X):Among edges crossing cut (X;X),

Ef (X;X) is a set of edges whose starting node is in
X and their ending node is in X. Eb(X;X) is a set of
edges whose direction is reverse to Ef (X;X).

sz(X;X): sz(X;X) =
P

e2Ef (X;X) c(e). A cut-size of

cut (X;X).

VL(X); VL(X):Given (X;X), VL(X) and VL(X) are sets

of LUTs included in X and X, respectively, i.e.,
VL(X) = VL \X and VL(X) = VL \X .

Vs(X); Vt(X):Given (X;X), Vs(X) is a set of nodes in
X connecting to s and Vt(X) is a set of nodes in X

connecting to t.

8As described just below, GR has two nodes associated with one

net.

Net n = {a, b, c}

a, b, c: LUTs

a

b

c

1

¡

¡

¡
¡

¡

¡

v (n)1 v (n)2

Fig. 8. A graph with capacity for one net.

The proposed bipartitioning algorithm of a set of LUTs
inherits the basic algorithm in [6]. First, we introduce

the basic algorithm briey and then extend it so that it
incorporates path length constraints.

D.1 Basic Bipartitioning Algorithm of a Set of LUTs[6]

Let us consider a cut (X;X) in graph GR
st. If L(R)

is bipartitioned into VL(X) and VL(X) by the cut, the

cut-size of cut (X;X) is just equal to the number of nets
crossing the cut-line of R, which is the same as the number

of pairs of pseudo-terminals to be generated, because of
the graph representation of nets. The basic algorithm

searches a cut (X;X) in GR
st so that its cut-size is small

with satisfying the size constraint in the following way
(Fig. 9).

(1) Compute a maximum ow from s to t in GR
st and ob-

tain a minimum cut (X;X).

(2) If the cut satis�es the size constraint, stop.

(3) Otherwise, connect one node v 2 VL(X) to t if

jVL(X)j > M1 or connect s to one node u 2 VL(X) if
jVL(X)j > M2. Go to (1).

In (3), u or v is selected so that a signal ows from VL(X)
to VL(X). Thus directions of signal ows are consistent

with the positions of terminals on each basic cell.

D.2 Incorporating Path Length Constraints

The basic bipartitioning algorithm of a set of LUTs is

extended so that it satis�es path length constraints. The
following strategy is employed.

(i) Before bipartitioning a set of LUTs, estimate how

many times each constrained path p can cross a cut
in GR

st without violating the path length constraint
(nc(p) denotes the estimated number of crossings for

p).

(ii) Search a cut (X;X) in GR
st in which each constrained

path crosses (X;X) at most nc(p) times.

Between (i) and (ii), the algorithm in [7] can be applied

to (ii). For example, let us consider path p with nc(p) = 0
(Fig. 10). Assume that LUTs a and d on p are connected

to s when i-th iteration of the basic algorithm is �nished
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Fig. 9. Repeatedly computed minimum cuts. (a) First iteration.

(b) Second iteration. (c) Final iteration in which the size

constraint is satis�ed.

(Fig. 10(a)). If LUT b is connected to t, path p crosses
a cut more than one times and violates its path length

constraint (Fig. 10(b)). In order not to violate the path
length constraint, LUTs b and c are connected to source
node s by edges (s; b) and (s; c), respectively, with capac-

ity of 1 before (i+1)-th iteration is started (Fig. 10(c)).
Path p does not cross a cut and satis�es nc(p) = 0.9

In (i), nc(p) can be estimated based on slack(p) and the
positions of LUTs and pseudo-terminals generated on p.
In the following, we focus on (i) and propose an algorithm

to estimate nc(p) for constrained path p.
Paths inside subregion R are classi�ed into four as in

Fig. 11 with respect to a vertical cut-line.

Case 1. Paths classi�ed into Fig. 11(a)

Let us consider that both starting and ending points of
constrained path p are on region boundary of R1, subre-

gion in the left side of the cut-line. p crosses a cut even
number of times.

Assume that both starting and ending points of p are
assigned to the left boundary of R1. If p crosses a cut

two times, path length of p increases by at least 2 �w(R1),
where w(R1) is the width of R1 as in Fig. 12(a). If p
crosses a cut two times more (i.e., four times), its path

length increases by at least two more. In order to satisfy
the path length constraint of p, p can cross a cut at most

nc(p) = slack(p)� [2� (w(R1)� 1)]

times. The above discussion is true when constrained
path p has its starting and/or ending points in the up-
per (resp., lower) boundary of R1 and p passes through

9As in [7], the number of crossings could be over nc(p) because

of the size constraint in the proposed algorithm.
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s
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s

LUT

Net n = {a, b, c}

a, b, c: LUTs

¡

¡ ¡

¡

¡ ¡¡ ¡

¡

Fig. 10. LUTs a and d on path p is connected to source node s

(a). If LUT b were connected to sink node t, p would cross a cut

two times (b). If LUTs b and c were connected to source node s, p

would never cross a cut (c).

the left boundary of the upper (resp., lower) subregion
(see Fig. 12(b)).
Other constrained paths classi�ed into Fig. 11(a) are

given nc(p) = slack(p).

Case 2. Paths classi�ed into Fig. 11(b)

Let us consider that either starting or ending point of
constrained path p is on region boundary of R1, subregion

in the left side of the cut-line.
Assume that either starting or ending point of p is as-

signed to the left boundary of R1. If p crosses a cut one
time, path length of p increases by at least w(R1). If p

crosses a cut one more times (i.e., two times), its path
length increases by at least one more. In order to satisfy
the path length constraint of p, p can cross a cut at most

nc(p) = slack(p)� (w(R1)� 1)

times. The above discussion is true when constrained path
p has its starting or ending point in the upper (resp.,

lower) boundary of R1 and p passes through the left
boundary of the upper (resp., lower) subregion.

Other constrained paths classi�ed into Fig. 11(b) are
given nc(p) = slack(p).

Case 3. Paths classi�ed into Figs. 11 (c) and (d)

In this case, since path length increases by at least one

every time path crosses the cut-line, nc(p) = slack(p) is
given.

After nc(p) is computed for each constrained path p,
a minimum cut search in [7] is executed so that a set

of LUTs is bipartitioned with satisfying path length con-
straints. Fig. 13 shows the bipartitioning algorithm of a

set of LUTs.
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Fig. 11. Pass classi�cation in a subregion. (a) Both starting and

ending points of path are on the subregion boundary and they are

in the same side of the cut-line. (b) Either starting point or ending

point of path is on the subregion boundary. (c) Both starting and

ending points of path are inside the subregion. (d) Both starting

and ending points of path are on the subregion boundary and they

are in the right and left (or upper and lower) sides of the cut-line,

respectively.

E. Computational Complexity

Computational complexity is estimated. Since the pro-
posed algorithm is based on hierarchical bipartitioning of
subregions, each subregion has a level of hierarchy. An

entire layout region has the level of one. If a subregion
with level of l is bipartitioned, each of bipartitioned sub-

regions has the level of (l + 1). Assume that the given
number of basic cells is L1 � L2 (L1 � L2). Unit-cells

have at most the level of O(lgL1). Let NL be the total
number of LUTs and primary inputs and outputs and NP

be the number of generated pseudo-terminals. Let NN be

the number of nets. NP is at most O(NN � (L1 � L2)).
N is de�ned as NL + NP . Let Ncp be the number of

LUTs and pseudo-terminals on paths with path length
constraints. If Nc denotes the number of paths with path
length constraints, Ncp is at most O(Nc �N).

Consider bipartitioning of all subregions with level of l.
The most time-consuming procedure is bipartitioning of a
set of LUTs. Bipartitioning of a set of LUTs without path

length constraints requires O(N2) time [6]!%By incorpo-
rating path length constraints, it requires O(Ncp lgNcp)

more time [7]. Thus O(N2 +Ncp lgNcp) time is required
for bipartitioning of all subregions with level of l.

Based on the above discussion, since there are O(lgL1)

levels, the time complexity of the proposed algorithm is
O([N2 + Ncp lgNcp] � lgL1). The space complexity is
O(Ncp).

IV. Experimental Results

The proposed algorithm has been implemented on SUN

Sparc Station 2 (28.5 MIPS) in C language and experi-
mented on PROTEUS, a transport-processing FPGA chip

[4],[8],[9]. Table I summarizes the numbers of inputs, out-

Cut-line

LUT

Pseudo-terminal

R1 R2 R1 R2

w(R1)

(a)

R1 R2 R1 R2

w(R1)

(b)

Fig. 12. Paths crossing the cut-line two times. (a) Both starting

and ending points of path are on the left side of the subregion. (b)

A starting point of path is on the upper side of the subregion and

an ending point is on the left side of the subregion.

puts, LUTs, and latches (#inputs, #outputs, #LUTs,

and #FFs, respectively) of transport-processing circuits
to be experimented. To obtain the circuits except for

mpa ty1 and mpa ty2, we executed a logic synthesizer
called PARTHENON [3],10 for behavioral descriptions
(SFL �les) followed by a technology mapper called pro-

cover in PROTEUS-CAD [8]. Primary inputs and out-
puts are assigned to I/O blocks on the left and right side

of the chip, respectively, except for mpa ty2. In mpa ty2,
they are assigned to the I/O blocks already speci�ed by
a designer.

Based on [1],[5],[8], path length constraints for each ex-

perimented circuit are generated as follows:

(1) Execute the conventional simultaneous placement and

global routing algorithm in [6] in which path length
constraints are not incorporated for each circuit. Pick
up the placement result11 and route it by the routing

tool, proroute, in PROTEUS-CAD.

(2) Extract signal paths whose delay is maximum. Let
dcmax be the maximum delay and lcmax be the maxi-

mum path length of the signal paths. dcmax gives the
circuit delay.

(3) Let P be a set of signal paths whose delay is more

than or equal to 0:65� dcmax. Path length constraints
are given by

l(p) � lmax(p) = 0:85� lcmax for all p 2 P:

10The authors would like to thank NTT and NTT Data Commu-

nications for providing them with PARTHENON.
11The routing tool \proroute" in PROTEUS-CAD does not divide

routing into global and detailed routing but generates detailed rout-

ing results directly from placement results. Thus we used placement

results only and gave them to proroute as input.



Step 0.Construct GR

st = (V 0
; E

0) from a netlist in subre-

gion R.

Step 1.Compute a cut (X;X) in G
R

st whose sz(X;X) is

minimum and jXj is minimum.

Step 2. If jVL(X)j � M1 ^ jVL(X)j � M2, let L(R1) =

VL(X) and L(R2) = VL(X) and stop.

Step 3. Execute either Step 3.1 or Step 3.2.

3.1 If jVL(X)j > M1, connect sink node t to each node

u 2 X by edge (u; t) with capacity of 1. Based on

[7], select LUTs in VL(X)� Vs(X) on constrained

paths to be connected to t and connect them to

t without violating the size constraint. If there

exist no such LUTs, connect t and one node v 2

VL(X) � Vs(X) by edge (v; t) with capacity of 1.

Go to Step 1.

3.2 If jVL(X)j > M2, connect source node s to each

node v 2 X by edge (s; v) with capacity of 1.

Based on [7], select LUTs in VL(X) � Vt(X) on

constrained paths to be connected to s and connect

them to s without violating the size constraint. If

there exist no such LUTs, connect s and one node

u 2 VL(X)� Vt(X) by edge (s; u) with capacity of

1. Go to Step 1.

Fig. 13. Bipartitioning algorithm of an LUT set incorporating

path length constraints.

Table II shows placement and global routing results
with path length constraints. #cp and #v denote the
number of paths on which path length constraints is im-

posed and the number of paths violating constraints, re-
spectively. lmax and l denote upper bound of path length

for constrained paths and the maximum path length after
placement and global routing. The table shows that the
proposed algorithm resolves the constraints for 11 out of

13 circuits. For comparison, Table III shows routing con-
gestion (rc) and total wire length (wl)12 for the conven-

tional algorithm in [6] in which path length constrains are
not incorporated. Routing congestion of the proposed al-

gorithm increases by an average of 20% in order to satisfy
path length constraints. Its total wire length is compara-
ble. Its CPU time increases by an average of 10%.

In order to con�rm that circuit delays are reduced by
incorporating path length constraints, the placement re-

sults obtained by the proposed algorithm are routed us-
ing proroute. Table IV shows circuit delay (max. delay)
and CPU time required in routing. For comparison, rout-

ing results obtained by the conventional algorithm in [6]
and the tools only in PROTEUS-CAD are shown in Ta-

bles V and VI, respectively. Those tables show that the
proposed algorithm achieves 100% routing for all the ex-
perimented circuits and decreases a circuit delay by an

average of 23%. The results obtained by the tools only in

12Total wire length refers to the number of pseudo-terminals as-

signed to all the nets after placement and global routing.

TABLE I

Experimented Circuits.
circuit #inputs #outputs #LUTs #FFs

bip24 11 25 125 72

bip24ed 36 1 57 24

bip8 10 9 43 24

cnt 3 3 3 8 3

cnt 4 3 4 12 4

cnt 5 3 5 16 5

cnt 6 3 6 20 6

cnt 8 3 8 28 8

cnt 9 3 9 30 9

mpa ty1 20 22 414 206

mpa ty2 20 22 414 206

osync 11 8 114 18

scr 11 8 50 8

PROTEUS-CAD show that they cause unrouted nets for

several circuits.

From the above results, we con�rm that the pro-
posed algorithm satis�es the requirements (1) and (2) for
transport-processing FPGAs described in Section I.

V. Conclusions

We have proposed a simultaneous placement and global

routing algorithm incorporating path length constraints
for transport-processing FPGAs. The experimental re-

sults demonstrate that the algorithm resolves almost all
the path delay constraints and thus reduces a circuit delay
by an average of 23%.
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TABLE IV

Results on Circuit Delays after Detailed Routing (Ours).

circuit max. delay [ns] t [s]

bip24 28.5 453

bip24ed 27.5 281

bip8 18.0 103

cnt 3 10.0 51

cnt 4 15.0 48

cnt 5 14.5 55

cnt 6 25.5 70

cnt 8 26.0 80

cnt 9 24.5 79

mpa ty1 47.5 1082

mpa ty2 40.0 914

osync 54.0 401

scr 34.5 124

total 365.5 3741

TABLE V

Results on Circuit Delays after Detailed Routing ([6]).

circuit max. delay [ns] t [s]

bip24 38.5 399

bip24ed 40.0 275

bip8 20.0 96

cnt 3 10.0 39

cnt 4 17.0 42

cnt 5 14.5 54

cnt 6 30.5 61

cnt 8 47.0 88

cnt 9 26.5 74

mpa ty1 59.0 912

mpa ty2 56.0 963

osync 68.5 273

scr 48.0 168

total 475.5 3444

TABLE VI

Results on Circuit Delays after Detailed Routing (pro�x
and proroute in PROTEUS-CAD).

circuit max. delay [ns] t [s]

bip24 - 727

bip24ed - 270

bip8 24.5 98

cnt 3 17.5 41

cnt 4 21.5 45

cnt 5 19.0 63

cnt 6 - 83

cnt 8 - 67

cnt 9 30.5 69

mpa ty1 - 896

mpa ty2 - 891

osync - 502

scr - 135

total (113.0) 3887
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