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Abstract|The conventional technology mapping

method is selecting cells from a limited standard li-

brary, and the performance of the resultant circuit

deeply depends on the characteristics of the library.

To realize detailed optimization not limited by an

instance of cell library and to reduce the mainte-

nance cost of standard cell libraries, a novel paradigm

for technology mapping, in which cell generation and

mapping can be executed concurrently, will be con-

sidered. This paper shows an outline of a concurrent

cell generation and mapping strategy, and proposes a

method to map an input Boolean network into CMOS

transistor network. The transduction in transistor

level is introduced for cell generation and the Dynamic

Programming is utilized for cell assignment.

I. Introduction.

The major objectives in the logic circuit design are area
minimization, timing optimization and power minimiza-

tion, and most of the CAD tools employ (1) technology
independent optimization of Boolean functions and (2)

technology mapping utilizing cell library which has been
designed for a particular technology. By the use of such
two{stage approach, the entire problem has been moder-

ately partitioned into a set of relatively simple subprob-
lems each of which can be handled with current computer

power, and also the CAD tools have acquired a certain
level of 
exibility with respect to di�erent implementa-

tion technologies and the progress of process technology.

Until now, the success of such two{stage approach has
been supported by the human e�orts to generate and to
maintain cell libraries; nevertheless, it is also the fact that

the performance of resultant circuits depends partly on
the characteristics of the cell library, i.e, the performance

is limited by both the limited number of cell functionali-
ties and the limited number of variations along size versus
driving{ability tradeo� with respect to each cell function-

ality.

To keep the certain level of 
exibility and to reduce the
optimization complexity into a feasible level, the separa-

tion of the technology independent optimization and the

technology mapping may be reasonable approach, while
ideally technology mapping should not be limited by a
particular library. To achieve this goal, the user must be

able to generate a new gate-cell which realizes a particular
cell functionality whenever it is indeed required. The con-

current cell generation and mapping will be an approach
to the technology mapping which can escape the critical

tradeo� between the performance of a designed circuit
and the cost for design / maintenance of the cell library,
and hence more detailed optimization can be expected by

this approach.

The concurrent cell generation and mapping approach
will include following problems; (1) generation of transis-

tor topology for a cell, which will be done concurrently
with cell assignment, (2) determination of each transistor
size, and (3) generation of physical layout of each cell.

The most important advantage of using pre{designed

cell library (conventional case) may be the deeply op-
timized cell layout and the reliable information about

switching delay and fan{out drive{ability with respect to
each cell in the library. However, the rapid advance, in
recent years, of the technologies for generating cell lay-

out and estimating switching characteristics may possi-
bly overcome this kind of advantage of pre{designed cell

library.

As the �rst step to our concurrent cell generation and

mapping approach, the �rst problem; the cell assignment
with cell topology optimization, for CMOS technology

will be considered in this paper. The transduction method
in transistor level will be proposed for cell generation,

and the optimum cell assignment maintained by Dynamic
Programming will be investigated. The transduction in
transistor level has a potential to escape local optimum

and can generate non{serial{parallel structures. Also it
has a potential, but not treated in this paper, to handle

a sophisticated cost function rather than the number of
transistors.

This paper is organized as follows. In section 2, we
introduce a cell optimization method called the transduc-

tion method, which will be used in cell generation proce-
dure of the technology mapping method. Section 3 de-

scribes an approach of technology mapping based on the



dynamic programming. While the optimization with re-
spect to various kinds of performance, such as the area,

the signal propagation delay and the power consumption
will be required to be achieved in the practical situation,

the number of transistors will be considered, here in this
paper, as the subject to be optimized because of its prim-

itiveness.

II. Transduction in transistor level.

One of the major tasks in the concurrent cell generation

and mapping is to generate a cell in transistor level from a
given Boolean function. In general, a single output CMOS
cell is con�gured from a two{terminal pMOS transistor

network and a two{terminal nMOS transistor network,
each of which can be treated as a switching network. A

switching network is a two{terminal network of switches
in which a binary variable is associated with each switch.

A switch is usually expressed by an edge in switching
networks.

The con�guration of switching networks have been
treated in several literatures[1]{[3]. However, the resul-

tant network is limited within single pair network or near
serial{parallel structure. A straightforward reduction of
switching networks is the merging of edges which are con-

necting to a common node and have a same conductive
condition. The method will be easily trapped by a lo-

cal optimum, even if the permutation of serially con-
necting edges is regarded with. Sakurai, Lin and New-

ton[4], Fukui and Newton[5] proposed the method utiliz-
ing shared equivalent switch{level network. In any exist-
ing methods, the optimization technique is strongly spe-

cialized to the objective; the minimization of the number
of transistors.

The transduction is a heuristic method which can es-
cape a local minimum state by the use of transforma-

tion(add redundancy), and has been introduced for tech-
nology independent optimization of multilevel logic cir-

cuits. Here we propose the transduction method in
switch(transistor) level. The transformation and the re-

duction, together with the reordering of serially con-
nected sub{networks and the re
ection of two-terminal
sub{network, will be considered as a set of primitive op-

erations for traversing network space.

A. Initial network from BDD.

An initial switching network can be directly con-

structed from BDD representation of a target Boolean
function(Fig.1). Let GBDD(V;E) be a BDD of a target

Boolean function, in which the set of nodes V consists
from variable nodes and two constant nodes, v0 and v1,
as leaf nodes. One variable node is assigned as a root

node(vroot). Each variable node has two out{going edges,
one of which has the label 0 and the other has the label

1.

d

1

1

0 1

1 0
1

0
1

0
0

0

v
0

v1 v
1

v
root

a

b

c

a

b

c
b

c

V
dd

a

b

c

a

d

b

c

c b

b

c

d

10

c

b

a

(a) (b)
out

(c)

Fig.1. BDD representation, switching network and

pMOS network.

[Construction of switching network for pMOS network]

1. Remove, from GBDD(V; E), the node v0 and edges
connecting to v0, and denote the resultant graph as
Gp(Vp; Ep; v1; vroot).

2. v1 2 Vp is assigned to a terminal node(Vdd (highest
voltage) for pMOS network) and vroot 2 Vp is as-

signed to the other terminal node(output for pMOS
network). The label 0 on an edge (vi; vj) with vi
corresponding to an variable xi is replaced with the
conductive condition xi(pMOS tr. excited by xi).
Similarly, the label 1 is replaced with the conductive

condition xi(pMOS tr. excited by xi).

A switching network for nMOS network is constructed

in similar way, but the node v1 is removed instead of v0.
It is well known that the size of BDD representation de-

pends on the order of variables, hence the size of the ini-
tial switching network depends also on the variable order.

The optimization of switching network will mainly rely
on the following transduction phase, while, if a smaller
size of initial switching network is preferable, the variable

order in BDD representation should be optimized.

B. Bases for transformation and reduction.

Basically, when we consider the implementation of fully
speci�ed Boolean function, nMOS network and pMOS

network can be designed independently. In the following,
the transduction for pMOS network will be considered.

Let F be a completely speci�ed Boolean function to be
realized, and let Gp(Vp; Ep; vdd; vout) be a pMOS switch-

ing network for F . Each edge e 2 Ep has a non{inverting
or inverting literal as its label which represents the con-
ductive condition for the edge. Two nodes vdd 2 Vp and

vout 2 Vp are speci�ed as terminal nodes.

De�nition 1: For Boolean constants 0 and 1, we de-

note 0 < 1. For two Boolean functions F1 and F2, if
either F1 = F2 or F1 < F2 holds for every combination

of inputs, then F1 is said to be contained by F2 and the
relation will be denoted as F1 � F2. 2

De�nition 2: A path which does not include neither
vdd nor vout as its internal node is called conductive path

between two nodes. The product of labels of edges on a



conductive path is called the conductive condition of the

path. 2

De�nition 3: The sum of conductive conditions of all

conductive paths between two nodes is called conductive

function. The conductive function between vdd and a node
v 2 Vp is denoted by V(v), and the one between a node

v and vout is denoted by O(v). It is clear that V(vout) =
O(vdd) = F . 2

As the set of fundamental operations for modify-
ing switching network, M1: reordering of serially con-

nected two{terminal sub{networks, M2: re
ection of
two-terminal sub{network, M3: addition of a two{

terminal network, M4: merging of two nodes and M5:
open{removing of an edge are considered. WhileM1 and
M2 do not change neither the number of edges nor the

number of internal nodes, they will enlarge the possibility
of further optimization and are commonly used in many

literatures. On the other hand, M4 and M5 will con-
tribute to reduce the number of nodes and the number
of edges. The modi�cation of switching network achieved

by M4 and M5 together with M1 and M2 is unidirec-
tional in the sense that both the number of nodes and

the number of edges will be monotonic decreasing, and
the traversing will easily deadlock or be trapped at local

optimal point. M3 will o�er a reverse directional modi�-
cation which enables us to escape local optimal state and
to proceed with a optimization procedure.

The bases for M3 through M5 will be given in the
following.

Theorem:(M3)
Consider a switching network with V(vout) = F . When

a two{terminal sub{network with x as its conductive func-
tion between two terminals is added between two nodes
u and v, the conductive function V(vout) is not altered if

and only if the following relation holds.

x fV(u)O(v) + V(v)O(u)g � F (1)

2

The validity of Theorem:(M3) is clear since xV(u)O(v)
and xV(v)O(u) are conductive conditions of conductive

paths between vdd and vout which are induced by the ad-
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Fig.2. Additional conductive paths induced by the

addition of the two{terminal network with its

conductive function x.

dition of the two{terminal network x, and this addition
has no other e�ect on conductive paths in the switch-

ing network(Fig.2). Note that the above relation can be
rewritten as,

x fV(u)O(v) + V(v)O(u)gF � 0 (2)

Hence, the available conductive function x which pre-

serves the cell functionality is given as,

x � V(u)O(v) + V(v)O(u) + F (3)

Corollary 1:(M30)
Single edge can be added between u and v with-

out changing network functionality if and only ifn
V(u)O(v) + V(v)O(u) + F

o
contains a single literal

cube. 2

Corollary 2:(M4)
When two nodes u and v are merged, the con-

ductive function V(vout) is not altered if and only ifn
V(u)O(v) + V(v)O(u) + F

o
is a tautology. 2

With respect to M5, the condition for open removing

edges can not be formulated with algebraic manner in
general, and the conductive function V(vout) will be re{

computed to test whether an opening is available or not.
(Only if a target switching network is planar, the feasibil-
ity of opening an edge will be checked by Corollary2:(M4)

in the dual switching network.)

It must be important to discuss the completeness of a

set of operations for visiting every possible arrangement
of switching network, we will bravely skip this issue here

in this paper.

C. Cell optimization algorithm.

The minimization of the number of transistors (equiva-
lently the number of edges in the switching network) will
be considered as the subject to the optimization.

Basically, the transformation M3 and the reduction
M4 and M5 will be performed as one set(transduction

phase), while the re{ordering M1 and the re
ection M2
of two{terminal sub{networks(re{arrangement phase) will

be performed when the above transduction is blocked.

The input of the algorithm is an initial switching net-

work obtained by the direct transformation from BDD
representation of a required cell function. First, the ini-

tial network is reduced by M4 and M5 procedures until
no further reduction can be done, and then the trans-
duction phase follows. The transduction phase will quit

when no other redundant edge can be added or when the
number of transistors does not decline even after adding

a di�erent edge twice(breadth{�rst search with depth 2).

Fig.3 shows an demonstrative example of the transduc-

tion.
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In the transformation M3 within the transduction

phase, the choice of an edge to be added will be per-
formed with the following heuristic rules for reducing the
search space.

1. Single transformation will be limited to single edge
addition (use Corollary 1). In other ward, the trans-

formation which increases the number of edges will
be adopted, while the one which increases the num-
ber of nodes will not be employed.

2. If the function F is monotonic increasing (decreasing)
with respect to a variable y, then only the edge y(y)

will be regarded for addition.
3. The edge x such that xfV(u)O(v) + V(v)O(u)g � 0

will be excluded from the addition, since no new con-

ducting path will be created by this transformation,
and no further reduction will be expected.

The computational complexity will be brie
y studied.

The evaluation will be performed in terms of the number
of BDD operations. Let m and b be the number of nodes

and the number of edges in the initial switching network.
It takes O(mb) for computing V and O of all nodes in

the network. O(b �mb) for visiting every edge and testing
M5. O(m2) for visiting every node pair for M4. Since
M4 and M5 will be repeated for every possible \single

edge addition" and there are m2 node pairs, it takes, in
worst case, O(m2)� (O(m2) +O(mb2)) = O(m4 +m3b2)

to �nd valid \single edge addition" by which and by the
following reduction the size of the network is reduced.
The body of the most outer loop will be repeated at most

b times, hence totally it takes O(b) � O(m4 + m3b2) =
O(m4b+m3b3).

Fig.4 shows simulation results for two di�erent Boolean
functions. The purpose of this simulation is to check the

e�ect of the choice of initial network to the �nal network.
Each of two graph indicates the number of transistors in
the initial network and resultant network starting at
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representations.

various BDD representations of the same Boolean func-

tion(i.e., BDD representations with various ordering of
variables).

We can conclude that the number of edges in the resul-

tant network has less dependency with the size of initial
network.

III. Cell Mapping.

The input to the cell mapping is a Boolean network with
multiple inputs and multiple outputs. We assume that

the Boolean network has been optimized by a technology
independent multi{level optimization procedure.

A successful and e�cient solution for the technology

mapping was suggested by Kurt Keutzer, and it is im-
plemented in DAGON[6] and MIS[7]. The basic idea of

both is converting the technology mapping problem into
Directed Acyclic Graph(DAG) covering problem and solv-

ing DAG covering by a sequence of tree covering which can
be performed optimally using a dynamic programming al-
gorithm. Basically we will follow this method.

We will use a DAG to represent a Boolean network, in
which nodes are labeled with the name of a primitive gate

such as AND, OR, NAND, NOR, etc. The directed edge
(vi; vj) represents a connection between th output of vi
and input of vj . A primary input (denote as PI or a leaf)

has no in{coming edge. A primary output(PO or a root)
has no out{going edge.

In our cell mapping considered here, any cell library
will not be used, but CMOS cells will be generated con-
currently with \tree covering".

A. Tree covering based mapping.

The application of the tree covering to technology map-
ping proceeds as follows. At �rst, all nodes with 3 or more

than 3 inputs in a given Boolean network are converted



into 2{input nodes(technology decomposition), and then
the network is partitioned into a forest of trees by break-

ing at each multiple{fanout point. The resultant trees are
optimally covered by one tree at a time. Finding the op-

timum covering of a subject tree is done with generating
two kinds of optimum cells, i.e., one is nominal{phase cells

and the other is complementary{phase cells, and selecting
the optimum match from among the candidates using a
dynamic programming algorithm.

With respect to the tree covering procedure, impor-

tant features of our method(concurrent cell generation
and mapping) to conventional technology mapping using

cell library are;

1. A canonical form for representing both a subject
DAG and cell functionality of each cell in the cell

library, such as NAND{network representation or 2{
input{NAND{network representation, is not neces-
sary. Our technology decomposition will be applied

to the input Boolean network itself for only enlarging
the search space.

2. Since we do not have any cell library, \matching"
will be de�ned in function level not in pattern level.

That is, for each node vi in a subject DAG, we will
extract various sub{trees rooted at the node vi and
an associated cover Fi for each sub{tree will become

the input to the cell generation procedure. Then the
output (generated cell) of the cell generation proce-

dure is treated as the \match" for the corresponding
sub{tree rooted at node vi.

3. It is well known that the functionality of CMOS cell

is limited to a monotonic decreasing function with
respect to its inputs, and the best insertion of invert-

ers is unknown beforehand. Then, we will take the
strategy that, for an extracted cover Fi of each sub{

tree, two optimized cells, one realizes Fi and the other
realizes F i, will be generated. In compensation for
generation overhead, we can extract sub{trees with-

out the limitation of the polarity of inputs.

Given a circuit after partitioning, a dynamic program-
ming is used for the mapping to achieve the least number

of transistors.

Now we consider the search front to reach at a node vi
of a tree T . We �rst generate a set of candidate matches

for the node in such way;

[Generation of a set of candidate matches]

(1) Extract a set of candidate sub{trees rooted at vi,
(2) An optimum CMOS cell will be generated for the

associated cover Fi for each sub{tree,
(3) An optimum CMOS cell will be generated for the

complement of the associated cover F i for each sub{
tree,

(4) The set of all generated CMOS cells forms the set of

candidate matches for the node vi.

A match generated from Fi is called a \nominal match",

while one from F i is called a \complementary match".

Since the CMOS cell with the functionality Fi is im-
plemented from the switching network for Fi as its pMOS

network and the one for F i as its nMOS network, the gen-
eration of the optimized CMOS cell for F i seems trivial

once after the optimized CMOS cell for Fi is generated.
It must be true when only the number of transistor is

our concern, however when the other criteria such as the
switching delay are to join to cost function, the switching
network optimized for pMOS network and the one of the

same functionality optimized for nMOS network may be
di�erent.

For every match at vi, the cost of an optimal cover
containing that match will be de�ned as the sum of the

cost of the corresponding CMOS cell and the sum of the
costs of the optimal covers for the nodes which are inputs

to the match. In the following, the cost of the optimal
cover for a tree rooted at vi is considered to be associated
with the node vi.

It is well known that a CMOS cell can realize a mono-
tonic decreasing function with respect to its inputs, and

appropriate insertion of inverters(equivalently, polarity
inversion of internal variables) on a given Boolean network
is required for completing a cover (CMOS cell mapping).

To take care of such inverter insertion dynamically in the
dynamic programming algorithm, two kinds of costs are

maintained, one of which is called the \nominal{phase
cost" and the other is called the \complementary{phase

cost".

De�nition 4:

The nominal{phase cost at a node vi(denoted as
COSTp(vi)) is the cost of optimal cover for the tree rooted
at the node vi, by which cover the nominal functional-

ity associated with vi is realized. On the other hand,
the complementary{phase cost at a node vi (denoted as

COSTn(vi)) is the cost of optimal cover for the tree rooted
at the node vi, by which cover the complement of the func-

tionality associated with vi is realized. 2

Now we let costp(vi) be the cost of an optimal cover

for the tree rooted at vi among the covers containing a
nominal match of vi, and let costn(vi) be the one among
the covers containing a complementary match of vi. Also

we let costinv be the cost of a inverter cell. Then,

COSTp(vi) = MIN [costp(vi); costn(vi) + costinv](4)

COSTn(vi) = MIN [costn(vi); costp(vi) + costinv](5)

Note that, in evaluating the cost of an optimal cover con-

taining a match of a node, the cost of each optimal cover
for the node(say vj) which is an input to the match is

either COSTp(vj) or COSTn(vj), which depends on the
request from the generated CMOS cell corresponding to
the match. That is, when the variable driving that CMOS

cell and the one nominally associated to the node vj have
the same polarity, COSTp(vj) is used, while COSTn(vj)

is used when they have the di�erent polarities. If the



CMOS cell requires both polarities of an input variable,
MAX(COSTp(vj); COSTn(vj)) is used.

B. Implementation and results.

While the optimization with respect to various kinds

of performance, such as the area, the signal propagation
delay and the power consumption will be required to be

achieved in the practical situation, the number of transis-
tors will be considered, here in this paper, as the subject
to be optimized because of its primitiveness.

At the practical implementation of the design proce-
dure, the following are regarded.

1. In the case of conventional technology mapping uti-
lizing cell library, the search space is limited by the

number of patterns in the pattern set of the cell li-
brary, while our method has no such limitation and

we can always �nd a corresponding CMOS cell for
every extracted sub{tree. Hence, in order to re-
duce the search space(and also it may contribute to

avoid CMOS cells having too long conductive paths,
but this issue had better to be discussed in the de-

lay driven optimization problem), two restrictions on
choosing sub{trees are imposed, one of which is the
number of fanin, and the other is the height of sub{

tree.
2. In order to reduce the execution time, a cost table

of simple cells such as NAND, NOR, is prepared in
advance.

Table 1 shows the result of design examplesy. For each
input data(single output Boolean network), CMOS net-

works are synthesized with various parameter set with re-
spect to the maximum height and the maximum number

of fanin for sub{trees in making match.

Table 1. Design examples

Data(Gates) H.L. F.L. #Tr.s CPU(s)

data1(20) 2 4 64 0.530

data1(20) 3 6 58 3.490

data1(20) 4 10 52 6.130

data1(20) 5 15 48 12.62

data2(50) 2 4 136 1.130

data2(50) 3 6 122 9.330

data2(50) 4 10 108 18.47

data2(50) 5 15 98 38.51

data3(97) 2 4 260 3.020

data3(97) 3 6 230 20.60

data3(97) 4 10 202 37.87

data3(97) 5 15 184 77.20

H.L.: Height limitation, F.L.: Fan{in limitation

#Tr.s: Number of transistors

CPU(s): SUN Sparc 2 workstation

yComplete design system including automated decomposition

and partitioning is under developing.

While the cell assignment concurrent with cell (tran-
sistor topology) generation has been proposed in this pa-

per, it should be followed by the determination of each
transistor size and the generation of physical layout of

each cell. For our new paradigm to compete with the li-
brary based approach, these tasks should be completely

automated with su�cient performance in area/delay op-
timization and with reasonable design time.

IV. Conclusions.

We have proposed a framework of the concurrent cell

generation and mapping for CMOS logic circuits. The
transduction in transistor level is also proposed for gen-

erating optimal CMOS cells. While only the number of
transistors is considered, in this paper, as the subject to
be optimized, the proposed method possesses the enough


exibility to deal with other various performances to be
optimized.

The concurrent cell generation and mapping dealing
with not only the number of transistors but also the sig-
nal propagation delay and power consumption and the

connection with a transistor size optimizer and a cell lay-
out generator remain as major problems. The utiliza-

tion of internal don't cares in the Boolean network is also
an interesting problem, since, now, the optimization of

pMOS network and the one of nMOS network will not be
achieved independently but interrelatedly each other.
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