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Abstract — This paper presents an overview of recent advances
on modeling and layout optimization of devices and interconnects
for high-performance VLSI circuit design under the deep submi-
cron technology. First, we review a number of interconnect and
driver/gate delay models, which are most useful to guide the lay-
out optimization. Then, we summarize the available performance
optimization techniques for VLSI device and interconnect layout,
including driver and transistor sizing, transistor ordering, inter-
connect topology optimization, optimal wire sizing, optimal buffer
placement, and simultaneous topology construction, buffer inser-
tion, buffer and wire sizing. The efficiency and impact of these
techniques will be discussed in the tutorial.

I. INTRODUCTION

The driving force behind the rapid growth of the VLSI technol-
ogy has been the constant reduction of the feature size of VLSI de-
vices. The feature size decreased from about 2µm in 1985 to 0.35-
0.5µm today (1996). Such continual miniaturization of VLSI devices
has strong impact on the VLSI technology in several ways. First, the
device density increases rapidly – the total number of transistors on
a single VLSI chip has increased from less than 500,000 in 1985 to
over 10 million today. Second, the interconnect delay becomes much
more significant. According to the simple scaling rule described in [1],
when the devices and interconnectsare scaled down in all three dimen-
sions by a factor of S, the intrinsic gate delay is reduced by a factor of
S, the delay of local interconnects (such as connections between ad-
jacent gates) remains the same, but the delay of global interconnects
increases by a factor of S2. As a result, the interconnect delay has be-
come the dominating factor in determining system performance. In
many systems designed today, as much as 50% to 70% of clock cycle
are consumed by interconnect delays. This percentage will continue
to rise as the feature size decreases further.

Not only do interconnects become more important, they also be-
come much more difficult to model and optimize in the deep submi-
cron VLSI technology, as the distributed nature of the interconnects
has to be considered. For the conventional technology with the feature
size of 1µm or above, the interconnect resistance in most cases is negli-
gible compared to the driver resistance. In this case, the interconnect
delay is determined by the driver resistance times the total intercon-
nect and loading capacitance. Therefore, conventional optimization
techniques focus on reducing the driver resistance using driver, gate,
and transistor sizing, and minimizing the interconnect capacitance by
minimum-length, minimum-width routing. In the deep submicron de-
sign technology,however, the interconnect resistance is comparable to
the driver resistance in many long signal nets. Therefore, the intercon-
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nect has to be modeled as a distributed RC or RLC circuit. Techniques
such as optimal wire sizing, optimal buffer placement, and simultane-
ous driver, buffer, and wire sizing have become necessary and impor-
tant.

This paper presents an overview of the available techniques for
device and interconnect layout for performance optimization in deep
submicron design. Section II discusses interconnect and gate delay
models used for layout optimization. Sections III and IV present the
techniques for device and interconnect layout optimization, respec-
tively. Section V presents recent advanceson simultaneous device and
interconnect layout optimization. Due to the page limitation, the au-
thor has to selectively present only a subsetof results on the topics cov-
ered in this paper. A much more comprehensivesurvey and a complete
bibliography will soon be available as an Integration Report [6].

II. DEVICE AND INTERCONNECT DELAY MODELS

A. Interconnect Delay Models

As VLSI design reaches deep submicron technology, the delay
model used to estimate interconnect delay in interconnect design has
evolved from the simplistic lumped RC model to sophisticated high
order moment matching delay models.

In the lumped RC model, “R” refers to the resistance of the driver
and “C” refers to the sum of the total interconnect capacitance and
the total loading gate capacitance. This model assumes that wire re-
sistance is negligible, which is generally true for designs with feature
sizes of 1:2µm and above since the driver resistance is substantially
larger than the total wire resistance for most on-chip wires. Assuming
a step input, the delay for a gate to switch to 50% of its final value can
be estimated by 0:7RC [1], which is used to estimate the delay from the
input transition of a gate to the input transition of each of its loading
gates.

However, as the feature size decreases to the submicron dimension,
the wire resistance is no longer negligible. In order to consider both
wire resistance and capacitance, the interconnect is usually modeled
as an RC tree. The Elmore delay model [14] is the most commonly
used for delay estimation in an RC tree. Under this delay model, the
signal delay from source s0 to node i in an RC tree is given by:

t(s0; i) = ∑
k2Path(s0;i)

Rk �Cap(k); (1)

where Path(s0; i) is the unique path from source s0 to node i in an RC
tree, Rk is the resistance at node k, and Cap(k) is the total capacitance
of the subtree rooted at node k. In essence, the Elmore delay model
uses the mean of the impulse response h(t), which can be easily rep-
resented by

R ∞
0 t �h(t)dt, to approximate the 50% delay of the step re-

sponse (under the step input), which corresponds to the median of the



impulse response. In general, the Elmore delay of a sink in an RC tree
gives an upper bound on the actual 50% delay of the sink under the
step input [17].

The main advantage of the Elmore delay is that it provides a sim-
ple closed-form expression, with much improved accuracy for delay
measure compared to the lumped RC model, which allows us to ex-
press the signal delay as a simple algebraic function of the geometric
parameters of the interconnect (the lengths and widths of wires) and
parasitic constants (such as the sheet resistance and unit area and fring-
ing capacitances of the interconnect). Many recent interconnect lay-
out optimization algorithms first represent the routing tree as an RC
tree by modeling each wire segment as an L-type or π-type of RC cir-
cuit, and then use the Elmore delay as the objective function to op-
timize interconnect layout parameters. It was shown that the Elmore
delay model offers a high degree of fidelity for interconnect layout op-
timization, i.e., an optimal or near-optimal solution obtained under the
Elmore delay model is also nearly optimal according to actual (SPICE-
computed) delays (see [6] for details).

The Elmore delay model suffers a few disadvantages. First, the ab-
solute value of Elmore delay may not be very accurate. So, it is not
suitable to be used directly for accurate circuit timing analysis. Also,
it cannot handle the inductive effect as the Elmore delay is defined for
a monotonic response. The Elmore delay is in fact the first moment
of the interconnect under the impulse response when it is modeled as
an RC tree. More accurate delay estimation can be obtained by mod-
eling the interconnect as a RLC tree and using the higher orders of
the moments. Let h(t) be the impulse response at a node of an inter-
connect, which is modeled as an RC, RLC, or distributed-RLC circuit.
The transfer function H(s) of the circuit, which is the Laplace trans-
form of h(t), can be represented as

H(s) =
Z ∞

0
h(t)e�st dt =

∞

∑
i=0

(�1)i

i!
si
Z ∞

0
tih(t)dt: (2)

The i-moment of the transfer function mi is defined to be the unsigned
coefficient of the i-th power of s in Eqn. (2)

mi =
1
i!

Z ∞

0
tih(t)dt: (3)

The Elmore delay model is the first moment m1 =
R ∞

0 t � h(t)dt of the
impulse response h(t). Higher order moments of an RLC tree can be
computed efficiently using the recently proposed recursive methods
(see [6] for details).

Higher order moments can be used to achieve more accurate de-
lay estimation. The Asymptotic Waveform Evaluation (AWE) method
[27] uses higher order moments to constructs a q-pole transfer func-
tion Ĥ(s), called the q-pole model,

Ĥ(s) =
q

∑
i=1

ki

s� pi
; (4)

to approximate the actual transfer function H(s), where pi are poles
and ki are residues to be determined. The corresponding time domain
impulse response is

ĥ(t) =
q

∑
i=1

kie
pit : (5)

The poles and residues in Ĥ(s) can be determined uniquely by match-
ing the initial boundary conditions, denoted m�1, and the first 2q� 1
moments mi of H(s) to those of Ĥ(s) [27]. The choice of order q de-
pends on the accuracy required but is always much less than the order

of the circuit. In practice, q � 5 is commonly used. In general, how-
ever, it is not possible to represent the poles and residues in Ĥ(s) ex-
plicitly in terms of design parameters of the interconnect in a closed-
form expression, which makes the AWE method difficult to use for
interconnect optimization directly.1 Therefore, the researchers have
recently focused on the simple case of q = 2, known as the two-pole
model, to approximate the delay explicitly using the first three mo-
ments m0 (which is normalized), m1, and m2. The reader may refer
to [6] for more detailed discussions. Note that the two-pole model can
capture the basic inductive effect. The expressions used in the two-
pole model are usually much more complex than the Elmore delay
model. However, it is possible to use the two-pole model for intercon-
nect optimization with similar degree of efficiency but higher accuracy
than the Elmore delay model. Other delay metrics based on higher or-
der moments, such as the central moments and the explicit RC delay
using the first three moments, are summarized in [6].

B. Device Delay Models

Given an input signal, we are interested in modeling the response
waveform of a gate, buffer, or transistor at its output. In this subsec-
tion, we collectively refer to gates, buffers, or transistors as drivers.
Although the delay models presented here calculate the fall time of
the output signal of a driver, defined as the time for the output to fall
from 90% to 10% of its steady-state value, and the delay time for the
falling signal, defined as the time from 50% input transition to 50%
output transition, these models can be used to compute the rise time
and rise time delay in a similar way.

We first use a transistor to illustrate the simple switch-level RC
model, where a transistor is modeled as an effective resistor discharg-
ing or charging a capacitor. We normalize the transistor size such that
a minimum-size transistor has the unit size. For an n-transistor of size
d � 1, assuming a step input, the fall time of the signal at the gate out-
put is given by [30]:

t f = k �
CL

βn
min �d �VDD

; (6)

where k is typically in the range of 3 to 4 for values of VDD in the
range of 3 to 5, βn

min is the gain factor for the minimum n-transistor,
and CL is the loading capacitance driven by the transistor. The delay
time for the falling signal can be approximated to be td f = t f =2 [30].
Since the effective resistance Rd is proportional to 1=βmin �d, t f or td f
is proportional to Rd �CL. Similar discussion can be applied to a p-
transistor. The simplicity of this model makes it easy to use for device
layout optimization, especially for device sizing. A serious limitation
of this model, however, is that it does not consider the shape of the in-
put waveform, while in fact that the transition rate of the input signal
has a significant impact on the driver delay. The delay models pre-
sented in the remaining of this section overcome this limitation with
various degree of accuracy and efficiency.

An analytical expression with consideration of the input waveform
slope was proposed in [18] for the delay time of a falling signal:

td f = t f =2+
tt
6
� (1+2

Vn
th

VDD
); (7)

where tt is the input transition time (more specifically, the input rise
time in this case) and Vn

th is the threshold voltage of n-transistor. Since
this model provides a closed-form expression, it has also been widely
used for device layout optimization.

1Sensitivity-based methods have been proposed to use AWE for fast timing
analysis to greedily guide the optimization process to a local optima.
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Fig. 1. (a) An inverter driving an RC interconnect. (b) The same inverter
driving the total capacitance of the net in (a). (c) A π-model of the driving
point admittance for the net in (a). (d) The same inverter driving the effective
capacitance of the net in (a). The input signal has a transition time of tt .

The slope model uses a one-dimensional table to compute the ef-
fective driver resistance based on the concept of rise-time ratio [26].
The effective resistance of a driver depends on the transition time of
the input signal, the loading capacitance, and the size of the driver.
In this model, the output load and transistor size are first combined
into a single value called the intrinsic rise-time of the driver, which
is the rise-time at the output under the step input. The input rise-time
of the driver is then divided by the intrinsic rise-time of the driver to
produce the rise-time ratio of the driver. The effective resistance is
represented as a piece-wise linear function of the rise-time ratio and
stored in a one-dimensional table. Given a driver, one first computes
its rise-time ratio and then calculates its effective resistance Rd by in-
terpolation according to its rise-time ratio from the one-dimensional
table. The driver rise-time delay is computed by multiplying the ef-
fective resistance with the total capacitance.

Another commonly used driver delay model pre-characterizes the
driver delay of each type of drivers in terms of the input transition time
tt , and the total load capacitance CL in the form of k-factor equations
[30, 29], such as:

td f = (k1 + k2 �CL) � tt + k3 �C
3
L + k4 �CL+ k5; (8)

t f = (k01 + k02 �CL) � tt + k03 �C
2
L + k04 �CL+ k05; (9)

where k1���5 and k01���5 are determined based on accurate circuit simu-
lation (e.g. using SPICE) and linear regression or least square fits.

In general, a look-up table can be used to characterize the delay of
each type of gate. A typical entry in the table can be of the follow-
ing form: ftt ;CL;(td f ;t f )g. Given input transition time tt and output
loading capacitance CL, the look-up table for a specific gate provides
the delay and rise/fall time (td f ;t f ). The table look-up approach can
be very accurate, if one can afford the time and space to generate a
detailed multi-dimensional table for each gate.

All these driver delay models use the loading capacitance for de-
lay computation. As the first order approximation, the loading capaci-
tance can be simply computed as the total capacitance of the intercon-
nect and the sinks (Fig. 1(a) and (b)). However, not all the capacitance
of the routing tree and the sinks is seen by the driver due to the effect
of interconnect resistance shielding, especially in deep submicron de-
sign with fast logic gates of lower driver resistance. The effective ca-
pacitance model was proposed to first use a π-model [24] (Fig. 1(c))
to better approximate the driving point admittance at the root of the
interconnect (or equivalently, the output of the driver), and then com-
pute iteratively the “effective capacitance”seen by the driver, denoted
Ce f f , using the k-factor equations.

The π-model of an interconnect is constructed using the first three
moments y1, y2 and y3 of the driving point admittance. The three mo-
ments of the driving point admittance are computed recursively in a
bottom-up fashion, starting from the leaf nodes of the interconnect.

The values of C1, C2 and R in a π-model (see Fig. 1(c)) can be com-
puted as follows:

C1 = y2
2=y3; C2 = y1� (y2

2=y3); R = �(y2
3=y3

2): (10)

After obtaining a π-model for the interconnect, the “effective capaci-
tance” can be computed iteratively from R, C1 and C2 in the π-model
(Fig. 1(c) and (d)) using the following expression:

Ce f f = C2 +C1 �

�
1�

R �C1

tD� tx=2
+

(R �C1)
2

tx(tD � tx=2)
� e

�(tD�tx)
R�C1 � (1� e

�tx
R�C1 )

�
; (11)

where tD = td f + tt=2 and tx = tD � t f =2, and td f and t f can both be
obtained from the k-factor equations in terms of the effective capac-
itance and the input transition tt . The iteration starts with using the
total interconnect and sink capacitance as the loading capacitance CL
to get an estimate of tD and tx through the k-factor equations. A new
value of the effective capacitance is computed using Eqn. (11) and it is
used as the loading capacitance for the next iteration of computation.
The process stops when the value of Ce f f does not change in two suc-
cessive iterations. A so-called resistance model (R-model) was also
proposed in [29] to better approximate the slow decaying tail portion
of the response waveform. This method illustrates the complication of
the interaction between the drive model and the interconnect model in
the deep submicron design.

III. DEVICE LAYOUT OPTIMIZATION

In this section, we discuss the optimization techniques for device
layout, including driver sizing, transistor and gate sizing, and transis-
tor ordering.

A. Driver Sizing

A chain of cascaded drivers is usually used at the source of an in-
terconnect tree for heavy capacitive load. The driver sizing problem
is to determine both the number of driver stages and the size for each
driver. Using the simple switch-level RC model in Eqn. (6) and ig-
noring the capacitance of the driver output and the wire connecting to
consecutive drivers, one can show that if the loading capacitance is CL
and the stage number is N, the optimal stage ratio at each stage should
be a constant (CL

C0
)1=N in order to achieve the minimum delay. When

N is not fixed, the optimal stage ratio f = e and the stage number is
N = ln(CL

Cg
).

When the more accurate driver delay model in Eqn. (7) is used with
consideration of the driver output capacitance, the result in [18] shows
that the optimal stage ratio f satisfies f = e(α+ f )= f where α is the ra-
tio between the intrinsic output capacitance and the input gate capaci-
tance of the inverter. For the technology used in [18], α is about 1.35
and the optimal stage ratio is in the range of 3–5 instead of e. In a re-
cent work on driver sizing for both performance and power optimiza-
tion [32], the increasing stage ratios fi = f0(1+ γ)i are used, where γ
is a modification factor determined by the I-V curve of the transistor.
Proper choice of increasing stage ratios can reduce power dissipation
considerably with no or little loss on performance.

B. Transistor and Gate Sizing

The transistor sizing problem is to determine the optimal width for
each transistor to optimize the overall circuit performance. This tech-
nique is often used in cell generation and full-custom layout. It is usu-
ally assumed that the transistor width may change continuously. The



early work TILOS [15] used the simple switch-level model for tran-
sistors, formulated the transistor sizing problem as a posynomial pro-
gram, and applied a greedy sensitivity based method. The sensitivity
of a transistor is defined to be the delay reduction due to a unit incre-
ment of its size. The algorithm starts with a minimum-sized solution,
and timing analysis is applied. The transistor with the largest sensitiv-
ity is increased by a user defined factor and then timing analysis is ap-
plied again. This procedure terminates when the timing specification
is satisfied or all sensitivities are zero or negative. Recent advances
in transistor sizing include the use of more accurate transistor delay
model with consideration of the input waveform slope, and the use
of linear programming, convex programming, or other non-linear pro-
gramming techniques for computing a global optimal solution. These
results are summarized in [6].

The gate sizing problem includes both the continuous and the dis-
crete gate sizing problems. The continuous gate sizing problem as-
sumes that all transistors in a gate can be scaled by a common factor,
which is called the size of a gate. It is very similar to the transistor
sizing problem, but has much lower complexity for a given design,
since all transistors in a gate are scaled by the same factor. As a re-
sult, more accurate delay models and global optimization techniques
are often used for continuous gate sizing, as reviewed in [6]. This for-
mulation is useful for parameterized cell generation.

The discrete gate sizing problem assumes that each gate has a dis-
crete set of pre-designed implementations (cells) as in a given cell li-
brary, and one needs to choose an appropriate cell for each gate for
performance optimization. This optimization is often performed as
part of the technology mapping procedure in logic synthesis. But in
deep submicron design it needs to be applied in connection with lay-
out design so that a good estimation of the interconnect load is avail-
able. The discrete gate sizing problem has been shown to be NP-hard.
Optimal solutions are only applicable to special circuits (such as trees
and series-parallel circuits) based on dynamic programming. Heuris-
tic methods have developed for general circuits based on sensitivity
analysis and/or mathematical programming. The reader may refer to
[6] for more details.

C. Transistor Ordering

The transistor ordering problem is to find the best ordering of
(series-connected) transistors in each gate to minimize the delay
and/or the power. This technique is useful as the signal arrival times
at a set of equivalent input transistors of a gate may be different, and
proper ordering can reduce the signal delay at the gate output. Both ex-
haustive methods and heuristic methods were proposed to search for
an optimal ordering. When applied to the entire circuit, it needs to be
combined with circuit timing analysis so that when a gate is optimized,
the signal arrival times at its inputs are known. The reader may refer to
[3] and [28] for more details. Transistor ordering has no (or little) area
penalty, but the reduction on delay is limited (usually around 5%).

IV. INTERCONNECT LAYOUT OPTIMIZATION

In this subsection, we summarize recent research results on in-
terconnect layout optimization, including interconnect topology opti-
mization and optimal wiresizing.

A. Interconnect Topology Optimization

When the interconnect resistance is negligible as for most nets
in conventional design technology with large feature sizes, intercon-
nect topology optimization focuses only on minimizing the total wire-
length of the routing tree, as it minimizes the total interconnect capac-
itance which reduces the signal delay directly. Wire-length minimiza-

tion is achieved by constructing an optimal (or near-optimal) Steiner
tree (OST). The commonly used methods include iterative addition of
Steiner points, optimal merging of edges of a minimum spanning tree
(MST), or iterative refinementof an MST. These methods are surveyed
in [6].

When the interconnect resistance needs to be considered, the first
step is to minimize or control the path-lengths from the driver to
timing-critical sinks to reduce the interconnect RC delay. A class of
algorithms have been developed to minimize both the path-lengths
and the total wire-length in a routing tree. For example, the bounded-
radius bounded-cost (BRBC) algorithm [7] bounds the radius (i.e. the
maximum path-length between the driver and a sink) in the routing
tree while minimizing its total wire-length. It first constructs an MST,
then eliminates the long paths by adding ‘short-cuts’ into the MST and
computing a shortest path tree of the resulting graph. Other algorithms
in this class include the AHHK tree construction and the ‘performance
oriented spanning tree’ construction, which are discussed in [19] and
[6]. An extreme case of this class of algorithms is to construct a short-
est path tree with the minimum wire-length. It was shown in [11],
however, using a bottom-up merging heuristic, a minimal length short-
est path tree in the Manhattan plane (also called the A-tree) can be con-
structed very efficiently with sizable delay reduction yet only a small
wire-length overhead compared to the OST. The A-tree construction
method has been extended to signal nets with multiple drivers (as in
signal busses) [12].

Further optimization of interconnect topology involves using more
accurate delay models during routing tree topology construction. For
example, the Elmore delay model was used in [2] and the 2-pole delay
model was used in [33] to evaluate which node or edge to be added
to the routing tree during iterative tree construction. Other methods,
including the alphabetical tree and P-tree construction, have also been
proposed. They are summarized in [6].

B. Wiresizing Optimization

It was first shown in [10, 11] that when wire resistance becomes sig-
nificant, as in the deep submicron design, proper wire-sizing can effec-
tively reduce the interconnect delay. Assuming each wire has a set of
discrete wire widths, their work presented an optimal wire-sizing al-
gorithm for a single-source RC interconnect tree to minimize the sum
of weighted delays from the source to timing-critical sinks under the
Elmore delay model. They showed that an optimal wiresizing solu-
tion satisfies the monotone property, the separability, and the domi-
nance property. Based on the dominance property, the lower (or up-
per) bounds of the optimal wire widths can be computed efficiently by
iterative local refinement, starting from a minimum-width solution (or
maximum-width solution for computing upper bounds). Each local re-
finement operation refines the width of an edge in the routing tree as-
suming all other edge widths are fixed. The lower and upper bounds
usually meet, which leads to an optimal wiresizing solution. Other-
wise, a dynamic programming based method is used to compute the
optimal solution within the lower and upper bounds. This method is
very efficient, capable of handling large interconnect structures, and
leads to substantial delay reduction. It has been extended to optimize
the routing trees with multiple drivers, routing trees without a priori
segmentation of long wires, and to meet the target delays using La-
grangian relaxation. The reader may refer to [6] for more details.

An alternative approach to wiresizing optimization computesan op-
timal wiresizing solution using bottom-up merging and top-down se-
lection [20]. At each node v, a set of irredundant wiresizing solutions
of the subtree rooted at v is generated by merging and pruning the ir-
redundant wiresizing solutions of the subtrees rooted at the children



nodes of v. Eventually, a set of irredundant wiresizing solutions is
formed at the driver for the entire routing tree, and an optimal wire-
sizing solution is chosen by a top-down selection process. The ap-
proach has the advantages that the optimization is targeted at meeting
the required signal arrival times at sinks directly, and it can be easily
extended to be combined with routing tree construction and buffer in-
sertion as shown in the next section.

Further studies on wiresizing optimization include using more ac-
curate delay models, such as higher-order RC delay models [22] and
lossy transmission line models [31], and understanding the optimal
wire shape under the assumption that non-uniform continuous wire-
sizing is allowed to each wire segment [4]. These results are discussed
in more details in [6].

V. SIMULTANEOUS DEVICE AND INTERCONNECT

OPTIMIZATION

We feel that the most promising approach to performance optimiza-
tion is to consider the interaction between devices and interconnects,
and optimize both of them at the same time. This section discusses the
recent advances in this area.

A. Simultaneous Device and Wire Sizing

The simultaneous driver and wire sizing (SDWS) problem was first
studied in [8] and later generalized to simultaneousbuffer and wire siz-
ing (SBWS) in a buffered routing tree [9]. In both cases, the switch-
level model is used for the driver and the Elmore delay model is used
for the interconnects modeled as RC trees. The objective function is
to minimize the sum of weighted delays from the first stage of the cas-
caded drivers through the buffered routing tree to timing-critical sinks.
It was shown that the dominance property still holds for SDWS and
SBWS problems and the local refinement operation, as used for wire-
sizing, can be used iteratively to compute tight lower and upperbounds
of the optimal widths of the driver, buffers, and wires efficiently, which
often leads to an optimal solution. Dynamic programming or bounded
enumeration can be used to compute the optimal solution within the
lower and upper bounds when they do not meet. This approach has
been shown to be very effective for optimizing very large buffered
trees, yielding substantial reduction on both delay and power dissipa-
tion compared to manual designs.

In fact, it was recently shown in [5] that the dominance prop-
erty holds for a large class of objective functions called general CH-
posynomials, which are defined as follows. A function f (X) is a gen-
eral CH-posynomial if it is of the following form:

f (X) =
m

∑
p=0

m

∑
q=0

n

∑
i=1

n

∑
j=1; j 6=i

api(xi)

xp
i

�bq j(x j) � x
q
j

where api(xi) � 0 and bq j(x j) � 0;

0 < L�X �U; (12)

and the coefficient functions satisfy the following conditions: (i)
api(xi) is a function of xi. It monotonically increases with respect

to an increase of xi, but api(xi)
xp

i
still monotonically decreases with re-

spect to an increase of xi. (ii) bq j(x j) is a function of x j . It mono-
tonically decreases with respect to an increase of x j , but bq j(x j) � x

q
j

still monotonically increases with respect to an increase of xi. When
the coefficient functions in Eqn. (12) are constants, the function
f (X) is called a simple CH-posynomial. The class of simple CH-
posynomials is a subset of posynomial functions defined in [13]. The
optimization problem of minimizing a simple/generalCH-posynomial
is called a simple/general CH-posynomial program. It was shown in

[5] that the dominance property holds for both simple and general CH-
posynomial programs, and the local refinement operation can be ap-
plied to compute the lower and upper bounds of an optimal solution
efficiently. Based on this general result, the work in [5] is able to per-
form simultaneous transistor and wire sizing efficiently given a gen-
eral netlist (not limited to buffered trees). A significant advantage of
the CH-posynomial formulation is that it can handle more accurate
transistor models, including both simple analytical models or more ac-
curate table-lookup based models obtained from detailed simulation to
consider the effect of the waveform slope, which leads to better opti-
mization results.

Other studies on simultaneous device and wire sizing include using
higher order RC delay models for the interconnect by either matching
to the target moments or using a q-pole transfer function for sensitivity
analysis. The reader may refer to [6] for more details.

B. Buffer Insertion

Buffer (also called repeater) insertion is a common and effective
technique to use active device area to trade for reduction of intercon-
nect delay. As the Elmore delay of a long wire grows quadratically in
terms of the length of the wire, buffer insertion can reduce intercon-
nect delay significantly.

A polynomial-time dynamic programming algorithm was presented
in [16] to find the optimal buffer placementand sizing for RC trees un-
der the Elmore delay model. The formulation assumes that the possi-
ble buffer positions (called legal positions), possible buffer sizes, and
the required arrival times at sinks are given, and maximizes the re-
quired arrival time at the source. The algorithm includes both bottom-
up synthesis of possible buffer assignment solutions at each node and
top-down selection of the optimal solution. In the bottom-up synthesis
procedure, for each legal position i for buffer insertion, a set of possi-
ble buffer assignments, called options, in the subtree Ti rooted at i is
computed. For a node k which is the parent of two subtrees Ti and Tj ,
the list of options for Tk is generated from the option lists of Ti and
Tj based on a merging rule and a pruning rule, so that the number of
options for Tk is no more than the sum of the numbers of options for
Ti and Tj plus the number of possible buffer assignments in the edge
coming to k. As a result, if the total number of legal positions is N and
there is one type of buffer, the total number of options at the root of the
entire routing tree is no larger than N+ 1 even though the number of
possible buffer assignments is 2N. After the bottom-up synthesis pro-
cedure, the optimal option which maximizes the required arrival time
at the source is selected. Then, a top-down back-tracing procedure is
carried out to select the buffer assignment solution that led to the op-
timal option at the source.

C. Simultaneous Topology Construction with Buffer and Wire
Sizing

Recently, the wiresized buffered A-tree (WBA-tree) algorithm was
proposed [25] for simultaneous routing tree topology construction,
buffer insertion and wiresizing. It naturally combines the A-tree con-
struction algorithm [11] and the simultaneous buffer insertion and
wiresizing algorithm, as both use bottom-up construction techniques.
Similar to the buffer insertion algorithm presented in the previous sec-
tion, the WBA algorithm includes a bottom-up synthesis procedure
and a top-down selection procedure. However, during the bottom-up
synthesis procedure, it selects two subtrees for merging with consid-
eration of both minimization of wirelength and maximization of the
estimated arrival time at the source. As a result, it is able to achieve
both critical path isolation and a balanced load decomposition, as of-
ten used for fanout optimization in logic synthesis. The WBA algo-



rithm enables us to study the interaction between topology optimiza-
tion, buffer insertion, and wire sizing, and leads to many interesting
observations. For example, we observed that the delay reduction due
to wire sizing decreases as more buffers are inserted. Also, it is pos-
sible to construct a buffered routing tree first (with proper choice of
buffer size), and then perform simultaneous buffer and wire sizing
to produce a final routing solution with comparable signal delay but
much shorter computation time as compared to an all integrated ap-
proach.

Other methods have also been proposed for simultaneous topology
construction and wire sizing, including a greedy dynamic wire sizing
during iterative routing tree construction and use of link insertion with
dynamic wire sizing to create non-tree topologies. These algorithms
are summarized in [6].

VI. CONCLUDING REMARKS

This paperhas summarized the delay modeling techniques for VLSI
devices and interconnects which have been useful to guide perfor-
mance optimization in VLSI layout under the deep submicron technol-
ogy. It has also classified and summarized various layout optimization
techniques for delay minimization, with emphasis on recent advances
on interconnect layout optimization, and simultaneous device and in-
terconnectoptimization. These modeling and optimization techniques
are very important in developing new generation of timing-driven au-
tomatic layout systems for designing very large-scale ICs under the
deep submicron technology. Although the commercial CAD systems
for ASIC design today do not have most of the features and capabili-
ties presented in this paper, we expect that they will be adopted soon
by the turn of this century.

This paper has focused mainly on delay minimization for general
signal nets. It did not address the layout optimization issues for special
nets, such as skew minimization for clock nets and minimization of
noise and voltage drop for power nets. A comprehensive survey of
research results on clock skew optimization was presented in [6].

Another challengefor layoutdesign under the deep submicron tech-
nology is modeling and minimization of crosstalk noise, which is be-
coming increasingly important because of reduced line-to-line spac-
ing and change of aspect-ratio of metal lines. We see only a limited
amount of research in this area, and did not include it in this tutorial.
A list of related publications were cited in [6]. We believe that this
is an important research area which will impact the design of future
layout systems.
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