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Abstract— A timing-driven MTCMOS (T-MTCMOS) CAD
methodology is proposed for subthreshold leakage power reduc-
tion in nanometer FPGAs. The methodology uses the circuit tim-
ing information to tune the performance penalty due to sleep tran-
sistors according to the path delays, achieving an average leakage
reduction of 44.36 % when applied to FPGA benchmarks using a
CMOS 0.13um process. Moreover, the methodology is applied to
several FPGA architectures and CMOS technologies.

I. INTRODUCTION

The exponential increase in leakage power dissipation in
FPGA designs motivated several research projects targeting
leakage power reduction [1, 2, 3, 4, 5, 6]. In [2, 5, 6], multi-
threshold CMOS (MTCMOS) techniques, which are widely
used in ASIC designs [7], are used for leakage reduction by
cutting off the path to ground when the circuit is idle using a
sleep transistor (ST). The authors of [2] proposed to use STs
to turn off the unused parts of the FPGA while dynamically
turning on and off the used parts depending on their activities.
However, they did not propose a methodology to identify those
logic blocks that can be turned off collectively at the same time.
However, in [5], activity profiles are used to identify the logic
blocks that exhibit similar idleness periods. These logic blocks
are packed together and controlled by one ST to turn them off
during their common idleness periods. However, the algorithm
suffered from exponential complexity with the number of cir-
cuit inputs. The strategy used in both [2, 5] to size the ST adds
a minimum of 5% speed penalty along all the circuit paths due
to the added resistance of the ST.

This work proposes a timing-driven MTCMOS (T-
MTCMOS) CAD methodology for subthreshold leakage power
reduction in FPGAs using a modified version of the activity
profile generation algorithm proposed in [5]. The main contri-
bution of this work are the use of the circuit timing informa-
tion to develop a new low-leakage packing algorithm, which
is integrated into the VPR CAD flow [8], that can provide a
significant reduction in subthreshold leakage power dissipa-
tion, when compared to those achieved by [5], while having the
least impact on the critical path delay. Moreover, a less com-
plex version of the activity generation algorithm than that in
[5] is proposed. Unlike previous MTCMOS algorithms which
used constant speed penalty for the whole circuit, the timing
information is used to modulate the delay penalty along the
circuit paths depending on the path criticality. To the best of
the authors’ knowledge, this is the first work that employs tim-

ing information to tune the speed penalty of STs in MTCMOS
techniques.

In the targeted FPGA architecture, the logic blocks that ex-
hibit similar idle periods are packed together and connected to
the ground using one high-V;;, ST, as shown in Fig 1. The
latches inside each logic block are used to retain their outputs
values when they enter the sleep mode. The logic blocks con-
nected to one ST are called the sleep region. In order to min-
imize the area overhead, the sleep signals are generated dy-
namically using the dynamic reconfiguration parts available in
modern FPGAs [2]. Hence, the main area overhead is due to
the STs and the sleep signals interconnects, and is around 5-
8% [6, 9]. Several methodologies have been proposed to pre-
dict the sequence of inputs to the circuit and hence develop a
methodology for generating the sleep signals [10].
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Fig. 1. FPGA fabric architecture.

II. PERFORMANCE LOSS AND SLEEP TRANSISTOR SIZE

The size of the ST is an important design factor to avoid in-
curring large performance penalties while maximizing the leak-
age power savings. Increasing the width of the ST, decreases
its resistance, resulting in a reduction in the delay penalty in-
curred by the ST. However, a large ST results in a larger leak-
age current, a large area penalty, and a considerable dynamic
power consumption during switching between the on and off
states. Hence, a compromise is needed between the perfor-
mance penalty, power savings, and area requirements.

By limiting the performance loss to 2%, the aspect ratio of

the ST & |sleep is approximated by [11]
K _ Isleep (1)
L sleep munCOI(VDD - V;th)(VDD - ‘/thH) ’

where Iieep is the maximum discharge current the ST can hold
for a performance penalty of 2%, p,, is the electrons mobility,
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Coz 1s the MOS oxide capacitance, and Vy,,, and V;,, are the
threshold voltages of the high- and low-V}; devices, respec-
tively. The worst-case value of Iep is the sum of the maxi-
mum discharge currents of all the logic blocks inside the sleep
region.

A. Sleep Region Discharge Current

The discharge current pattern inside any sleep region de-
pends, mainly, on the connections between the logic blocks in-
side it. Logic blocks that fan-out other logic blocks will start
discharging first. The discharge current of each logic block can
be represented by a vector, whose elements represent the dis-
charge current value recorded at equal time intervals. In this
work, the discharge current vectors are represented with a tri-
angular approximation, as shown in Fig 2(e), where the x-axis
represents the time and the y-axis value represents the current
values recorded at the corresponding time instant [11].

B. Topological Sorting and Current Vector Addition

In order to find out the order at which the logic blocks inside
each sleep region will discharge, the logic blocks should be
ordered in a topological manner. Fig. 2 depicts an example of
topological sorting applied to the simple circuit in Fig. 2(a). It
should be noticed that logic blocks B and C' were ordered on
the same level simply because in step 2 (Fig. 2(b)), they both
have only inputs coming from outside the sleep region.

(a) (d)

(© (@

P

Fig. 2. Topology sorting steps for a combinational connected sleep region. (a) A is
selected to be deleted, (b) A is ordered in the first position and B and C are selected for
deletion, (c) B and C are ordered in the same position, (d) Final ordering, (e) Current
vectors summation.

Utilizing the topological ordering, the discharge currents of
the logic blocks can be arranged and summed in a vector man-
ner as shown in Fig. 2(e). The resulting summation is the total
discharge current inside the sleep region. Hence, the discharge
current inside that sleep region will not exceed the maximum
of the summation. Consequently, e is designed to accom-
modate only the peak current of the vector summation rather
than the sum of the logic blocks peak currents.
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C. Timing Information and Ijeep

From (1), it can be noticed that for the same % Sleep of the

ST, the performance loss depends on Ieep. A sleep region with
a large I eep will have a larger performance loss than another
one with smaller Ieep, if they employ equal-sized STs.

This work makes use of this observation to avoid incurring a
large performance penalty on the critical path. Hence, the max-
imum performance loss along the critical path can be limited to
a value smaller than that along non-critical ones, i.e., timing-
driven MTCMOS (T-MTCMOS). The timing information of
the logic blocks is used to vary Iep Of each cluster according
to its criticality using the proposed T-MTCMOS technique. In
this work, the speed penalty is varied between 3% and 8%.

IITI. MODIFIED ACTIVITY PROFILE GENERATION

An activity profile is a representation of the periods that a
logic block is active. Logic blocks with similar activity pro-
files are active during the same time periods, hence, should
be packed in the same sleep region for maximum power sav-
ings. The activity generation algorithm identifies the blocks
that have a similar activity profile. The activity of each block
is represented by a binary sequence (Activity Vector) and the
relation between the blocks activities is calculated based on the
Hamming distance between their activity vectors [5].

The activity vector of logic block X A, is a set of 2" binary
variables. In [5], n was used as the number of circuit inputs
to get the global optimum activity matching, thus resulting in a
complexity of O(2™). However, in this work, n is the number
of inputs to the sleep region and the blocks are packed in a
greedy manner in the same steps as T-VPACK [12]. This might
cause a slight loss in matching the activity profiles, however,
it reduces the complexity to O(2"), where n usually ranges
between 7 and 10, depending on the architecture of the FPGA.

The 4*" binary variable is a ‘1’ if any of the outputs of the
circuit depends on net x, the output of X, for evaluation when
the sleep region inputs are given by the i*” input vector, and ‘0’
otherwise [5]. As an example, consider the small section of a
large circuit shown in Fig. 3, d will affect the value of f, only
when ¢ = 1 and d = 1. This case corresponds to only one input
vector abc = 111. Using these guidelines, the activity vectors
of logic blocks D, E, and F' are given by

Ag=[0 0 0 0 0 0 0 1]7,
A.=[0 0 1 0 1 0 0 01",
A;=[0 0 1 0 1 0 0 0]".

When two activity vectors overlap with a ‘0’, this means that
they can be both turned off during that input vector.

The Hamming distance between any two activity vectors
gives the number of input combinations at which these two
blocks will have different activities, i.e., one is on and the other
is off. Hence, the smaller the Hamming distance between the
logic blocks, the closer their activities are. As an example, the
Hamming distance between D and E in Fig. 3 is 3.

To account for the different probabilities of occurrence of the
input combinations, the weighted Hamming distance (dw(q 1))
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Fig. 3. A circuit example.

is used to represent the difference in activities
n—1
dwiapy = Y wk X ax — be| , @)
k=0

where ag, bi, and wy, are the k'™ elements of the activity vec-
tors A and B and the inputs probability vector W,,, respec-
tively.

IV. PACKING ALGORITHM

In modern FPGAs, BLEs are packed together to form clus-
ters (CLBs). In this work, the T-MTCMOS technique is in-
corporated into the T-VPack [12] algorithm to pack BLEs to
minimize leakage power dissipation while considering timing
information.

A. Conventional T-VPack Algorithm

T-VPack packs LUTs one at a time into clusters, while sat-
isfying two hard constraints; (1) the number of BLEs in the
cluster does not exceed the cluster size and (2) the number of
input nets needed by the BLEs in the cluster and generated out-
side the cluster does not exceed the number of cluster inputs.
T-VPack tries to fill the clusters to their full capacity while
maximizing a cost function, Attraction(), that compromises
between the delay across the critical path and total wire length.
The Attraction(B) between logic block B and cluster C is
calculated as [8]

Attraction(B) = X x Criticality(B)
+ (1 = A) x SharingGain(B,C) , (3)

where Criticality(B) is a representation of the criticality of
block B, SharingGain(B,C) is the number of nets shared
between B and C, and A is a weighting constant [8]. The
choice of A depends on a compromise between timing improve-
ment (setting A close to 1) or routability and wirelength im-
provement (setting A close to 0).

B. Activity Gain (ActivityGain)

The ActivityGain is a representation of how close is the
activity vector of block B to that of cluster C'. The activity
vector of a cluster is calculated by a wide OR operation of the

activity vectors of all the blocks inside the cluster. Hence, the
ActivityGain(B, C) with respect to cluster C'is calculated as

A dw(b,c)

ActivityGain(B) = on ,

“)
where n is the number of cluster inputs.

The algorithm starts by calculating the ActivityGain be-
tween all of the unclustered blocks and the seed block for the
new cluster. Afterwards, whenever a new block is added to
the cluster, the activity vector of the cluster is updated and the
bits that experience a change in the cluster activity vector are
recorded. If for example, the it" bit in the cluster current vector
changes to ‘1°, then the algorithm updates the ActivityGain
of all of the unclustered blocks that have a ‘0’ in the i posi-
tion in their activity vector by incrementing 1 to their Hamming
distance. This goes on until the cluster is full and a new cluster
with a new seed block is started and the procedure is repeated.

C. Timing-Based Maximum Discharge Current

The maximum discharge current inside any cluster should
not exceed the value used in (1) for a speed penalty of x%.
The value of the discharge current can vary from one cluster
to the other depending on the criticality of each cluster, hence,
the speed penalty imposed on the cluster. In order to account
for the different criticalities along the signal paths, I eep(C) is
formulated as

Isleep(c) = X j;leep , (5)

L+ 5(1 _ Criticality(C) )

Maz_Criticality

where fs]eep is the maximum discharge current calculated for
the minimum performance penalty, i.e., 3%, § is a weighting
constant, Criticality(C) is the criticality of cluster C, and
Max_Criticality is the criticality of the critical path(s) of the
circuit. From (5), it can be noticed that if the criticality of
the cluster is equal to the maximum criticality of the circuit,
i.e., the cluster lies on the critical path, the value of e, will
be equal to that for the minimum performance penalty, i.e., 3%,
otherwise, a larger value for e, will be used, hence, a larger
performance penalty.

The weighting factor J is used to make sure that after adding
block B to cluster C, the path does not become a critical path
itself. If § is set to a value close to 0, then all of the sleep
regions will have an I, very close to that for a 3% per-
formance penalty. On the other hand, if § is set to 1.6, the
sleep regions will have a wide variety of Iep values, hence
speed penalties, with a maximum penalty of 8%. However, a
large value for § increases the possibility that the added per-
formance penalty might cause some uncritical paths to become
critical. By conducting several experiments on the value of
Lgieep, it was discovered that by adopting an adaptive update
technique for §, shown below, depending on the criticality ratio
(Criticality(C) /M ax_Criticality), resulted in no new criti-
cal paths while having a wide variety for I, values.

0 < Criticality(C)/Mazx_Criticality < 0.5  § = 1.6
0.5 < Criticality(C)/Maxz_Criticality < 0.8 6 =0.8
0.8 < Criticality(C)/Max_Criticality < 1 6=0
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D. Timing-Driven MTCMOS Gain Function
The T-MTCMOS gain function used in this work is given by

Attraction(B) = (1 —a) x |A x Criticality(B)

+(1 = X) x SharingGain(B, C)
+a x ActivityGain(B, C) (6)

where « is weighting constant (0 < a < 1). Setting a large
value for o will force the packing algorithm to pack the blocks
that have the shortest Hamming distance in the same cluster,
hence, same sleep region, without giving much weight to the
timing information and wirelength. In the following experi-
ments, o will be set to 0.5 and the impact of its value on both
the leakage savings and speed penalty will be discussed later.

V. POWER ESTIMATION

There are two standby modes for any circuit; full standby
and partial standby. In the fully standby state, the whole cir-
cuit is in the idle state and all of the STs in the circuit should
be turned off. During that period, the circuit only consumes
standby leakage power. During partial standby, some parts of
the circuit are in the active state and other parts are in the idle
state. Hence, some of the STs are turned on and others are
off. Thus, the circuit will consume a combination of dynamic
power and active and standby leakage power.

The total power dissipation P; is expressed as

Pt:tonxpon+tofj'xpidlea @)

where ., and 7 are the percentages of on and off times of
the FPGA and P,, and P, are the power dissipation during
the active and idle modes of operation of the FPGA. P,, is
expressed as

Pon - [den + Psckt + Pleak]utilized + F’leak|unutilized ) (8)

where Py, Pscit, and Ppeqp are the dynamic, short-circuit,
and active leakage power dissipations, respectively, in the uti-
lized CLBs, while Pica|unutilized 1S the standby leakage in the
unutilized CLBs.

The power estimator used in this work is a modified version
of the flexible power model proposed in [13], which calculates
the dynamic, short-circuit, and leakage power dissipation for
the logic blocks and clock resources in the placed and routed
design. Four different modifications were done to the original
power model. (1) Leakage current is calculated only due to the
ST rather than calculating the leakage through all the devices in
the circuit because the STs act as a bottleneck for the subthresh-
old leakage current. (2) The leakage power dissipation in the
unused logic blocks is calculated and added to the total power
dissipation. (3) Short circuit power dissipation is approximated
as 15% of the dynamic power dissipation rather than the 10%
used in the original model to account for the increased rise/fall
times of the logic blocks with STs. The 15% approximation
was evaluated by simulating logic blocks with and without an
ST using HSPICE. (4) The dynamic power consumed in the
ST during switching between the on and off states is calculated
and added to the total power dissipation.
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VI. RESULTS AND DISCUSSIONS

The T-MTCMOS algorithm is integrated into VPR and the
modified power model is used to estimate the power savings
in the final design in several FPGA benchmarks. The results
for the savings in leakage power are summarized in Table I for
a sleep region of size 4 logic blocks using a CMOS 0.13um
process. It should be noted that the maximum allowable per-
formance degradation due to STs in all of the benchmarks is
kept between 3% and 8% depending on the criticality of the
logic blocks.

In this experiment it is assumed that the circuit has an on time
of 100%. Moreover, the design was mapped to the minimum
sized square array that can fit the resulting packed design. The
percentage of unused clusters for each benchmark are listed in
Table I. This assumption ensures maximum utilization among
all of the benchmarks. For simplicity, this case is called 100%
utilization.

The decision whether to keep a utilized sleep region on all of
the time or dynamically switching between on and off depend-
ing on its activity profile is based on a compromise between
the leakage power savings and the dynamic power dissipated
in the ST. Whenever the dynamic power dissipation in the ST
exceeds the leakage savings from any cluster, the cluster is kept
always on. Leakage power savings can be achieved when the
cluster stays off for a certain period of time, Tpreak even- 10 this
work, the transition density [14], the average number of transi-
tions per cycle, is used as a measure of how long a signal stays
in a certain state. Based on the transition density of each sleep
signal, if the signal experiences a large number of transitions
such that Tireak even 1S Never or rarely reached, the sleep region
is kept always on, otherwise, it is dynamically turned on and
off depending on the activity profile.

TABLE I
EXPERIMENTAL RESULTS FOR FPGA BENCHMARKS (MAXIMUM UTILIZATION AND
100% ON TIME).

# of % of Unused % Leakage Savings % Leakage Savings

Cireuit | prpe | Clusters 5] T-MTCMOS
ad 1522 a5 2.9 30.13
apo2 | 1878 748 207 36.87
apoxd | 1262 716 .1 31.96
Digkey | 1707 372 302 287
clma | 8381 0.76 189 30.02
Tos 1501 025 T 39.67
Jiffeq | 1494 6 %) 5134
&ip 370 37 712 3405
cliptic | 3602 359 716 3936
<1010 | 4398 0.26 87 370
o5p 1064 6.2 38 35.60
frisc 3539 156 182 3188
misex3 1397 2.21 209 43.29
pdc 575 078 7.7 3343
5298 1930 %) %3 6457
38417 | 409 56 754 3439
5385841 | 6281 156 1890 39.06
sq 1750 0 42 7363
spla 3690 36 183 39.43
eng | 1046 83 77 5721

In each benchmark, the leakage power savings consist
mainly of two parts; savings from permanently turning off all
the unused clusters and savings from dynamically turning on
and off the used clusters in the design during operation. By
taking a look at the results for the ‘seq’ benchmark in Table I,
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this benchmark has no unused clusters while the leakage sav-
ings achieved is 23.64%, which is entirely from dynamically
turning on and off the different used clusters in the design dur-
ing operation. On the other hand, the ‘s298’ benchmark has the
maximum percentage of unused blocks among all of the bench-
marks and resulted in the maximum leakage savings (64.57%)
because the unused clusters are kept off. The average leakage
savings across all of the benchmarks for the 100% on time case
is found to be 44.36%.

By comparing the results in Table I to those achieved re-
ported in [5], it is observed that the proposed T-"MTCMOS al-
gorithm achieves more leakage power savings than [5] across
all of the benchmarks. The average improvement in the leak-
age power savings is almost 2X. The main reason behind the
increase in leakage savings is that in [5], the discharge cur-
rent constraint is a hard constraint across all of the bench-
marks, thus the algorithm might fill a cluster with logic blocks
that have different activity profiles and satisfy the current con-
straint, although there are other blocks that have closer activity
profiles but violate the current constraint. On the other hand,
T-MTCMOS allows the current constraint to be violated to a
certain extent along non-critical paths, thus giving more free-
dom to the packing algorithm to pack logic blocks with close
activity profiles to achieve more leakage power savings. More-
over, the resulting design from T-MTCMOS outperforms that
of [5] in terms of timing properties. The algorithm in [5] in-
curs a minimum of 5% delay penalty across all the paths in the
design. However, T-MTCMOS increases the delay across the
critical path by a minimum of 3% while making sure no other
critical paths get created.

T-MTCMOS might result in a different packing than that re-
sulting from the conventional T-VPACK algorithm due to the
inclusion of the ActivityGain in the gain function and the
maximum discharge current constraint. Hence the resulting
placements might have different critical paths as well as crit-
ical path delays. By comparing the critical path delay result-
ing from T-MTCMOS to that resulting from the conventional
T-VPACK, it was found that the maximum increase in the crit-
ical path delay across all of the benchmarks is around 9.5%.
The value of o was then allowed to change from O to 1 and
the maximum speed penalty and average leakage power sav-
ings were recorded plotted in Fig. 4. It can be deduced that
increasing « increases both the delay penalty and the leakage
savings. Hence, by changing «, the algorithm can be tuned to
offer minimal speed penalty in high-performance applications
and maximal leakage savings in slower applications.

In another experiment, the maximum performance penalty
allowed is varied from 8% to 14%, while the minimum per-
formance penalty is kept at 3% and the results for the ‘s298’
benchmark are plotted in Figure 5. It was noticed that for
a sleep region of size 4 logic blocks, the leakage savings in-
creased with the maximum speed penalty until a speed penalty
of 10%, after which the curve almost flattens. The increase
in leakage savings can be justified by the fact that increasing
the maximum speed penalty allows the packing algorithm to
pack logic blocks that exhibit similar activity profiles in the
same cluster without worrying about their discharge current.
On the other hand, as the speed penalty is increased beyond a
certain limit, the packing algorithm can not achieve more leak-
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Fig. 4. Percentage leakage savings and performance versus c.

age savings because the sleep regions are now packed to their
maximum (4 logic blocks). However, as the number of logic
blocks per sleep regions is increased, more leakage savings can
be experienced, as shown in Figure 5. It should be noted that
increasing the size of the sleep region beyond 8 logic blocks,
results in an increase in the leakage savings, however, the dy-
namic power dissipation in the STs, which are significantly up-
sized, increases to cancel out most of the leakage savings.
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Fig. 5. 5298’ leakage savings vs maximum speed penalty.

In another experiment, the maximum speed penalty is set
to 12 for the ‘s298° benchmark while varying the minimum
speed penalty (Fig. 6). As the minimum performance penalty
increases (by up-sizing the ST), the leakage savings increases,
until a certain limit after which the savings decrease because
of the increase in dynamic power of the STs. It can be noticed
that the breakpoint gets smaller as the size of the sleep region
increases because larger sleep regions employ large STs.

In order to investigate the scalability of the T-MTCMOS
methodology, the methodology is applied on all of the bench-
marks built with some current CMOS technologies (130nm,
90nm) and some future CMOS processes (65nm, 45nm) [15],
and the results of the average leakage savings in all of the
benchmarks are plotted in Figure 7. From Figure 7, it can
be noticed that the average leakage savings increases almost
exponentially with the technology. Hence, utilizing the T-
MTCMOS technique in FPGAs would become more effective
in sub 100nm technologies, as subthreshold leakage increases
exponentially with scaling.

682



250

——4-BLE —+—6-BLE —+8-BLE

200 -

150 -

100 -

50 A

Percentage lackage savings

3 4 5 6 7 8 9 10
Percentage delay along the critical path

Fig. 6. ‘s298’ leakage savings vs minimum speed penalty.
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Fig. 7. Leakage savings for several CMOS technologies.

Practically, the utilization percentage is less than the maxi-
mum utilization assumption used in Table I [2]. Moreover, the
100% on time assumption made earlier is also impractically
high with an average on time of around 50% to 20% [11]. Fig-
ure 8 plots the average power savings for different values of
the utilization and on time for a sleep region of 4 logic blocks.
Fig 8 that the average leakage savings increases by about 48%
when the device idle time increases from 0 to 50%, while de-
creasing the utilization from 100% to 80%, increases the power
savings by about 53%.

160

‘D 100% ON time E50% ON time M20% ON time

Per

100% 80% 60%
Utilization

Fig. 8. Percentage savings in power for different utilizations and operational time.

Figure 9 plots the relative path delays distribution in the
‘exSp’ benchmark with respect to the critical path delay. From
Figure 9 it can be deduced that the number of critical paths did
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not increase. In addition, the maximum circuit delay changed
by only 3%. The final shape of the delay distribution can be
varied by changing §.

1400
— #—-Before T-MTCMOS
1200 | —e— After T-MTCMOS

1000 -

800 -

600 -

No. of Paths

400

200 4

0

0.5 0.6 0.7 0.8 0.9 1
Relative Delay w.r.t. the Critical Delay

Fig. 9. Critical path distribution for timing-driven MTCMOS designs.

VII. CONCLUSION

This work proposed a new timing-driven MTCMOS method-
ology for subthreshold leakage power reduction in FPGAs. The
worst case average leakage savings achieved is around 44.36%,
while having a minimum impact on the critical path delay.
Moreover, the T-"MTCMOS methodology will provide more
leakage savings for future CMOS technologies.
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