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Abstract—Differential Power Analysis (DPA) side-channel at-
tacks pose serious threats for embedded system security. WDDL
was proposed as a countermeasure that can be incorporated
into a conventional ASIC design flow using standard cells.
However, our spice simulations show that DPA attacks on WDDL
still leak secret keys to adversaries despite the doubled area
and energy overheads due to the use of complementary cells.
These overheads could be crucial problems for smart cards
that require low power and small area. This paper proposes
ExCCel, a simulated annealing based method that automatically
generates and explores combinations of complementary cells
for reducing the power-consumption dependency and overheads
using standard cells. Our experimental results on the AES S-Box
circuit with our explored complementary cells requires 6.1% and
2.1% additional area and energy while WDDL requires 100.3%
and 93.4%, respectively. Moreover, ExCCeL achieves higher DPA
attack resistivity compared to WDDL in many cases. ExCCeL’s
low area and energy overheads and better resistivity makes it a
promising countermeasure for smart cards and mobile devices.

I. INTRODUCTION

Side-channel attacks on embedded systems are becoming a
serious threat that compromises system security. In particular,
Differential Power Analysis (DPA) attack proposed by Kocher
et al. [1] is one of the most powerful side-channel attacks.
A number of countermeasures have been proposed [2]–[20]
to achieve DPA attack resistivity with varying efficacy in
DPA attack resistivity and incurring different overheads. Wave
Dynamic Differential Logic (WDDL) [7]–[11] was proposed
especially as a countermeasure that can take standard cells and
be incorporated to conventional ASIC design flow. However,
our spice simulations show that DPA attacks on WDDL still
leak secret key values to adversaries and furthermore incur
significant overheads by doubling the area and energy con-
sumed, since WDDL pairs a complementary cell with every
cell in the original circuit. Standard cells are essentially weak
against DPA attacks, and many inefficient complementary
cells are paired in traditional WDDL. Also, no previous work
has examined the selective insertion of complementary cells
that simultaneously improves attack resistivity while lowering
the area and energy overheads. Indeed the area and energy
overheads could be crucial bottlenecks for implementation on
smart cards and mobile devices that critically require low
power and area.

In this paper, we propose ExCCel, a simulated anneal-
ing based method that automatically generates and explores
combinations of complementary cells for reducing the power-
consumption dependency and overheads so as to improve
the DPA attack resistivity using standard cells. Experimental
results on an AES S-Box circuit exemplar demonstrate that
our complementary cell exploration yields higher DPA attack
resistivity in many instances with significantly lower area
(6.1% vs. 100.3%) and energy (2.1% vs. 93.4%) overheads
compared with traditional WDDL. Thus ExCCeL is a promis-
ing candidate for registering DPA attacks on smart cards and
mobile devices.
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II. DPA ATTACK MODEL ON AES S-BOX EXEMPLAR

We now illustrate the basic DPA attack procedure on an
exemplar cryptographic module, the AES S-Box1. Fig. 1
shows an AES data path [21]. PlainText is a 128-bit vector
of arbitrary plain texts. CipherText is a 128-bit vector of
cipher texts denoted as C. ScheduledKey is a 128-bit vector
of scheduled key K that consists of 16 8-bit partial secret
Keys. A 128-bit AES uses 16 S-Boxes that dominate the
power consumption of an entire AES circuit (approximately
75% [22]). Thus, adversaries are interested in collecting the
power information of S-Boxes. In order to evaluate the DPA
attack resistivity of the AES data path, an individual S-Box
has to be evaluated. Fig. 2 shows a model of DPA attacks on
a single AES S-Box [18], [23], [24]. In Fig. 2, Key represents
the actual 8-bit partial secret key that adversaries attempt to
reveal, and VSS is the point where electric current is measured.

In the DPA procedure, a selection function D is used, and
Eq. (1) is the selection function [23] for the model depicted in
Fig. 2; where c ∈ C is an 8-bit cipher text, Kest. is a estimated
secret key, kest. ∈ Kest. is an 8-bit partial estimated secret key,
and Sbox−1 is the inverse AES S-Box function.

D(C, Kest.) = Sbox−1(c ⊕ kest.) (1)

Moreover, c is equivalent to Out of Fig. 2. Also, D returns
the same value as In of Fig. 2 iff kest. =Key.

The DPA procedure is conducted follows. Adversaries col-
lect a number of cipher texts c and observe the corresponding
VSS current of an AES S-Box. Note even if the VSS current
includes noise from other circuits (e.g., MixCo, other S-Boxes

1Although the AES S-Box is used as an exemplar, our approach is equally
applicable to a wide range of other cryptographic hardware circuits.



in Fig. 1), DPA can statistically filter it out. These VSS current
values are grouped into either G0 or G1 depending on the
returned 8-bit values of D in Eq. (1). Let A0 and A1 be the
average VSS current values of G0 and G1, respectively. Since
8-bit kest. can be any integer between 0 and 255, there are
28 = 256 possible sets of A0 and A1. Amongst all possible
kest. values, the one that makes a maximum differential power
(denoted as DP ) between A0 and A1 is assumed to be equal
to the correct secret Key. Ideal countermeasures generate no
differential power (DP ≈ 0) so that adversaries are unable to
reason kest. =Key.

In this procedure, adversaries have to attempt 256 possi-
bilities of kest. exhaustively for each S-Box. However, since
a 128-bit AES uses 16 S-Boxes, the number of the attempts
becomes a maximum of 28 × 16 that is much smaller than
attempting 2128 possible values of 128-bit K.

The DP is calculated as follows.
0 ≤ t < clock period (2)

A0(t) =
1

|G0|

∑
D(C,Kest.)∈G0

pc(t) (3)

A1(t) =
1

|G1|

∑
D(C,Kest.)∈G1

pc(t) (4)

|G0| + |G1| = |C| (5)
DP (D(C, Kest.), P ) = arg max

t

|A0(t) − A1(t)| (6)

t is the time of sampling VSS current, and sampling rate
should be faster than twice the clock speed so that multiple
points of DP curves can be compared in Eq. (6). pc(t) is
observed VSS current corresponding to cipher text c at time t,
and P is the set of pc(t). G0 and G1 are the groups comprised
of pc(t). The method of grouping pc(t) is arbitrary, but one
of the common methods is referring to the ith bit of the value
that D returns. For instance, pc(t) is grouped into

G0 when D[i] = 0
G1 when D[i] = 1

}
(7)

Another method is referring to Hamming weight of the 8-bit
value that D returns [25]. For instance, pc(t) is grouped into

G0 when 0 ≤ Hamming weight ofD < 4
G1 when 4 < Hamming weight ofD ≤ 8

}
(8)

|C| is the number of cipher text c. |G0| and |G1| are the
number of the group members. DP is the function that returns
a differential power value.

III. RELATED WORK

A. Countermeasures
Against DPA attacks, several countermeasures have been

proposed [2]–[20]. Ambrose et al. [2] proposed a random-
ization technique of operation execution timing. Masking
countermeasures [3]–[6], [18]–[20], [26] conceal intermedi-
ate variables with random or complementary values. These
countermeasures suffer from performance degradation.

Another approach for mitigating DPA attack threats is
minimization of power imbalance in a circuit. Sense Amplifier
Based Logic (SABL) [13]–[15] and other transistor level
countermeasures [12], [16], [17] can minimize the imbalance;
it is, however, impractical to design a full-custom chip every
time.

WDDL [7]–[11] and other dual-rail pre-charge logic styles
[18], [19] were proposed as cell level countermeasures that
can take standard cells and be incorporated into conventional
ASIC design flow. WDDL compensates switching-probability-
dependent power consumption by putting complementary cells
next to the original circuit. For instance, AND cells are paired
with OR cells. Thus, every WDDL cell is comprised of 2
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Fig. 3. Example of An Eulerian Graph When Input Vectors Are 2 Bits

standard cells resulting in a doubling of the area and power,
making it unsuitable for area- and power-constrained mobile
applications. Although standard cell libraries are often used
in ASIC design flow, cryptographic modules composed of
standard cells are weak against DPA attacks due to the power-
consumption dependency in the standard cells on input values.

B. Current Observation Methods and Accuracy
Accuracy of the current observation is vital in evaluating

DPA attack resistivity. The most accurate method performs
actual measurements [5], [7], [20], [27], [28]; however, manu-
facturing prohibitively expensive test chips is necessary. Spice
simulation [2], [29] is less accurate but still good enough
to evaluate transistor level countermeasures. Note that Spice
simulations do not take into account electrical noise in the
real environment, which allows evaluations of countermea-
sures under the ideal condition for adversaries. Hamming
weight/distance models [3], [26], [30]–[35] assume that power
consumptions are proportional to either Hamming weight or
Hamming distance. These methods are fast but not accurate
enough to evaluate transistor nor cell level countermeasures.

IV. PRELIMINARY EVALUATION OF WDDL
We now discuss the limitations of WDDL based on Spice

simulations.

A. Input Vectors
The power consumption of a CMOS circuit is dominated

by dynamic power, and DPA attacks exploit it. The dynamic
power applicable to DPA includes short-circuit power and
subVt leakage [36], [37], but both of them have dependency on
transistor switches; {0→1} and {1→0}. In order to conduct a
complete DPA attack resistivity evaluation, the dynamic power
of all input vector bit transitions has to be observed.

A sequence of input vectors are fed into the In of Fig. 2.
In practice, a smaller sequence of input vectors is preferable
due to Spice simulation run time. The smallest sequence of
input vectors that comprehend all combinations of input vector
bit transitions is found in an Eulerian path. Fig. 3 shows an
example of an Eulerian graph when input vectors are 2 bits.
Each node has directed edges to the rest the nodes. The nodes
are states of the input vectors, and they transit from one state to
another following the edges. The Eulerian path that includes
every edge on the graph is the minimum sequence of input
vector transitions, and the path is easily found by a depth first
search. The smallest number of n-bit input vector sequence is
the number of nodes in an Eulerian path, which is

2n × (2n − 1) + 1 (9)

The result of Eq. (9) should be the same as that of Eq. (5)
since the numbers of input and output vectors are the same.
A sample sequence of input vectors for Fig. 3 is
00→01→00→10→00→11→01→10→01→11→10→11→00. (10)

B. Preliminary Experiments
In order to evaluate the impact of WDDL, we conducted the

following preliminary experiments. Fig. 4 (a) shows a XOR
cell that has two inputs: x and y. Fig. 4 (b) shows a WDDL
XOR that has four inputs: x, x_, y, and y_. x_ and y_ are
negations of inputs x and y, respectively. The complementary
cell of Fig. 4 (b) is XNOR. Both Fig. 4 (a) and (b) have VSS,
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TABLE I
PRELIMINARY EXPERIMENTAL SETUP

Target Designs XOR Cell & WDDL XOR [9]
Current Measurement Tool Synopsys NanoSim C-2009.06

Plotting Tool Synopsys CosmosScope C-2009.06-SP1
Standard Cell Library SAED EDK 90nm

and both the primary and complementary cell of Fig. 4 (b)
share the same VSS.

TABLE I shows the experimental setup. We deploy cells
from the Synopsys 90nm generic library (SAED EDK 90nm).
The target hardware design files are described in Verilog gate-
level netlists. NanoSim measures the VSS current of each
design, where the time resolution is 10ps. The VDD is 1.2v.

Fig. 5 shows an experimental result of Fig. 4 (a). The top
two charts are the voltages of x and y of Fig. 4 (a). These
inputs follow the sequence of Eq. (10) at 2GHz. The bottom
chart represents the VSS current of the XOR cell in Fig. 4
(a). Fig. 5 shows that the VSS current flows only when inputs
are switching, which is the CMOS feature. Furthermore, the
inputs, x and y, are asymmetric in terms of the VSS current.
For example, comparing the cases x and y are switching
{x:0→1, y:1→0} and {x:1→0, y:0→1}; the VSS currents are
not the same. Indeed, the VSS current is uniquely dependent
on input values. The difference of the VSS current is small
for a single cell, but an AES S-Box contains several hundred
cells in general. An adversary can exploit accumulation of
these differences to gather useful information for an attack.

Fig. 6 shows an experimental result of the WDDL XOR
in Fig. 4 (b). The top four charts are the voltages of x, x_,
y, and y_ of Fig. 4 (b). These inputs follow the sequence of
Eq. (10) at 2GHz as well. The bottom chart represents the
VSS current of Fig. 4 (b). As in Fig. 5, the inputs of the
WDDL XOR are asymmetric in terms of the VSS current in
Fig. 6. Accordingly, the VSS current of the WDDL XOR is
still uniquely dependent on input values2.

These simple experiments show that WDDL is in fact
not efficient to mitigate the dependency on the input values
despite the doubled area overhead. WDDL works well only
on the assumption that the inputs of cells are symmetric in
terms of the VSS current. In order to achieve such symmetry,
specially designed complementary cells are required, which
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2We used XOR cells, but we observed similar results for other cells.
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are not available in most standard cell libraries. We overcome
this problem by exploring combinations of complementary
cells that reduce the power dependency and overheads while
simultaneously improving DPA resistivity using standard cells.

V. COMPLEMENTARY CELLS EXPLORATION

Our exploration approach for reducing overheads and im-
proving DPA attack resistivity uses simulated annealing to
selectively add complementary cells instead of pairing a com-
plementary cell with every cell in the original circuit. In fact,
SAED EDK 90nm has 147 logic cells3, and the number of
possible combinations is 147j , where j is the number of the
complementary cells. Hence, it is computationally intractable
to explore every combination, and a heuristic approach is
mandatory to tackle this problem.

A. Exploration Method
1) Problem Formulation for Finding Complementary Cells

That Improve The DPA Attack Resistivity:

Objective: Minimize DP curve peaks (defined in Eq. (11))
Input: AES S-Box (Verilog gate-level netlist)

Output: Complementary cells (Verilog gate-level netlist)
Constraints: Use standard cells

Use negations of original input wires

Our proposed exploration method uses simulated annealing
and adds some randomly selected cells in parallel with an orig-
inal circuit (AES S-Box), as shown in Fig. 7. At each iteration
step of simulated annealing, one randomly selected cell from
the standard cell library is added to “Comp. Cells”(Fig. 7),
which represents the complementary cells. Every time a cell is
added, the VSS current of the combined design (original circuit
and added complementary cells) is measured using NanoSim.
After that, the evaluation function (defined later) evaluates
the DP curves of the combined design, and the decisions
whether or not to accept the design are made depending on the
temperatures. Until the program is terminated, it attempts and
evaluates as many different combinations of complementary
cells as possible, and the best design is saved. Note that we do
not modify the original circuit since it is already synthesized.

As Fig. 7 shows, complementary cells use only In_ (nega-
tions of In) for the following reasons. Firstly, D flip-flop
generally has two outputs: Q and QN. QN (negation of Q) is
connected to In_, and QN is not used in an AES data path
(Fig. 1). Secondly, since complementary cells are isolated from
any cells in the original circuit, there is no delay overhead.

3Flip-flops and analog cells are not included in this number
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Furthermore, the output wires of “Comp. Cells” in Fig. 7
are floating so that the output values are not propagated into
the next clock cycle.

2) Evaluation Function: The proposed exploration method
attempts to minimize∑

i=0,4

DPi + DPhw − DPave. (11)

Eq. (11) is a sum of DP curve peaks; where DPi is Eq. (6)
with the grouping in Eq. (7), and DPhw is Eq. (6) with the
grouping in (8). In Eq. (11), only two ith bits are selected for
DPi since a evaluation function with more than two did not
cause better results in our experiments. In addition, DPave.
is an average differential power when Key 6= kest.. DPave.
is subtracted in Eq. (11) since the smaller difference between
(DPi + DPhw) and DPave. makes DPA more difficult.

In each iteration step of the exploration procedure, VSS
current is measured and evaluated by Eq. (11) using 65281
input vectors according to Eq. (9). We do not need more than
this number of VSS current traces because Spice simulations
do not take into account electrical noise and return the same
result for the same input vectors.

3) Temperatures: In our simulated annealing formulation,
two temperatures are used, and both of them are defined as

temperature(s) =
1

(1 + e−0.8(7−s))
(12)

Eq. (12) is a Sigmoid function, where s represents iteration
steps. Fig. 8 shows that the temperature is cooled gradually
when s is small and drops dramatically at some point. More-
over, it is easy to modify the inflection point and inclination
of the curve by substituting the coefficients. In Eq. (12), the
temperature becomes 0.5 (acceptance rate is 50%) when s = 7.

4) Pseudo Code of ExCCel:
BEGIN ExCCel
1: mdl = Original Circuit {INITIAL DESIGN}
2: evaluation best = mdl.evaluate {INITIAL EVALUATION}
3: souter = 0
4: loop {OUTER}
5: mdls = next mdls = [mdl, mdl, mdl, mdl]
6: loop {INNER}
7: sinner = 0
8: while rand < temperature(sinner) do
9: tmp mdl = mdls.select worst.add rand cell

10: if next mdls.select worst.evaluate > tmp mdl.evaluate then
11: next mdls.push(tmp mdl).discard worst
12: sinner -= 1
13: else
14: sinner += 1
15: end if
16: end while
17: localbest mdl = mdls.pop worst {POP THE LOCAL BEST DESIGN}
18: if mdls.empty? then
19: mdls = next mdls
20: if next mdls.select best == localbest mdl then
21: break
22: end if
23: end if
24: end loop{INNER}
25: if evaluation best > localbest mdl.evaluate then

26: evaluation best = localbest mdl.evaluate
27: localbest mdl.save {THE GLOBAL BEST DESIGN IS UPDATED}
28: souter -= 1
29: else if rand < temperature(souter) then
30: souter += 1
31: else
32: break
33: end if
34: end loop{OUTER}
END ExCCel

In the above pseudo code, Lines 1 and 2 copy the original
circuit to mdl and evaluate it with the evaluate function in
Eq. (11), and this design becomes the initial point of the
exploration. Our exploration method uses two loops: inner and
outer. sinner and souter (initialized at Lines 7 and 3) counts
the step of the inner and outer loop, respectively. The outer
loop (Lines 4–34) compares the local best designs generated
by the inner loop (Lines 6–24) and select the global best
design among them based on the evaluation (Eq. (11)). In
order to generate the local best designs, four copies of the
mdl are stored in mdls (Line 5), one randomly selected
cell from standard cell library is added to each of the mdls
(Line 9), and the added mdl is stored into next_mdls (Line
11) if the added mdl is better than one of the four mdls in
next_mdls. If the better mdl is(or is not) found, sinner is
incremented(or decremented) (Lines 12 and 14), which is used
for the inner temperature (Eq. (12)). The temperature decides
whether or not to continue the process of adding cells (Line
8). Subsequently, the worst design of mdls are popped (Line
17). When mdls becomes empty, the next_mdls is copied
to the mdls (Line 19) so that another cell will be added to the
mdls in the next inner loop iteration. When the evaluations
of the mdls stop improving, the inner loop is exited (Lines
20–22). The rest of the outer loop compares the local best
designs that that are lastly popped in the inner loop (Line 17).
If a local best design is better than the preceding global best
design, it is replaced by the new local best design (Lines 25–
27). If the better global design is(or is not) found, souter is
incremented(or decremented) (Lines 28 and 30), which is used
for the outer temperature (Eq. (12)). The temperature decides
whether to exit the loop when the global best design evaluation
stops improving (Lines 29–33). Since the proposed exploration
adds cells one by one, the number of complementary cells
becomes small, approximately 1∼20 cells.

B. Composite Field AES S-Box
Amongst the variety of AES S-Box implementations [21],

we chose the composite field AES S-Box proposed by Satoh et
al. [38] for our experiments. The composite field AES S-Box
is the smallest design as far as we know, and thus allows us
to save on Spice simulation run times. Of course, we believe
the same method can be also applied to other types of S-Box
implementations as well. TABLE II shows the standard cells
used for synthesizing the composite field AES S-Box (without
countermeasures). In TABLE II, the number preceding “X”
represents the number of inputs, and the number after “X”
represents drive strength (e.g., XOR2X1 represents an XOR
gate with 2 inputs and 1 drive strength).

C. Circuit Partitioning for Exploration-Time Reduction
In our exploration method, each iteration step requires

a Spice simulation result. Since the exploration conducts
thousands of iteration steps, it is impractical to simulate the
whole circuit each time. In order to terminate the exploration
in a manageable amount of time, we applied the divide-and-
conquer approach. Since original circuit and complementary
cells do not share the same input wires, the complementary
cells will not affect the behavior of the original circuit, and the
VSS current of the original circuit and the complementary cells



can be measured individually. The VSS current of the original
circuit needs to be measured only once at the beginning of
the exploration because the proposed method changes only
the combinations of the complementary cells. Hence, the part
that has to be re-measured in each iteration step is only the
complementary cells. The area of the complementary cells
tends to be smaller than the original circuit so that the Spice
simulation run time at each iteration step becomes shorter.
Indeed, the one-time NanoSim simulation run time of the AES
S-Box (TABLE II), which uses 65281 8-bit input vectors,
is reduced from 4 hours to 2∼3 minutes by applying the
partitioning. Thus, the proposed exploration method is still
feasible to run, and the whole procedure with the partitioning
terminates within 3 days approximately. Note that the parti-
tioning is used only in the proposed exploration procedure but
not for the DPA attack results shown in the next section.

VI. EXPERIMENTAL RESULTS

A. Experimental Setup
TABLE III summarizes the experimental setup for evalu-

ating the DPA attack resistivity of S-Boxes. The composite
field AES S-Box is used for the 3 target designs: “Normal”
without countermeasures (the same design used for TABLE
II), “WDDL” pairing each cell with a complementary cells,
and “ExCCel” using the explored complementary cells. All
of them are described in Verilog gate-level netlists. NanoSim
measures the VSS current, where the time resolution is 10ps.
Since the input vectors arrive in every 5ns, the number of
points for t is 5ns/10ps=500 (see Eqs. (2) and (6)). Default
settings are used for other NanoSim accuracy parameters. The
model of DPA attacks on AES S-Boxes is depicted in Fig. 2,
and Key is fixed at AE.

B. Comparison in DPA Attack Resistivity
Figs. 9, 10, and 11 show the results of DPA attacks

on Normal, WDDL, and ExCCel S-Boxes, respectively. The
horizontal axes represent the 8-bit estimated secret keys (kest.),
and the vertical axes are the differential power (DP ) in Eq.
(6) with the grouping in Eqs. (7) or (8). In Fig. 9 with Eq. (8),
there is a sharp peak when Key= kest.. In contrast, in Fig. 10
with Eq. (8), the 5th peak of kest. is equal to Key. The rank

TABLE II
STANDARD CELLS USED FOR SYNTHESIZING A COMPOSITE FIELD AES

S-BOX (WITHOUT COUNTERMEASURES)
Cell Count
AND2X2 1
AOINVX1 20
ISOLANDX1 4
NAND2X0 26
NOR2X0 3
OA21X1 2
OA22X1 1
XNOR2X1 26
XNOR3X1 12
XOR2X1 35
XOR3X1 13
Total 143

TABLE III
EXPERIMENTAL SETUP

Target Designs Composite Field AES S-Boxes [38]
(Normal, WDDL [9], ExCCel)

Synthesis Tool Synopsys Design Compiler C-2009.06
(Delay Constrain is set at 5ns)

Current Measurement Tool Synopsys NanoSim C-2009.06
Standard Cell Library SAED EDK 90nm

Program Language Ruby 1.9.2dev [39] + NArray-0.5.9p7 [40]
OS CentOS release 5.4

CPU Dual Core Opteron 2.4 GHz x2
Memory 2GB

TABLE IV
RANKS OF CORRECT Key AMONGST ALL kest.

Eq. (7) Eq. (8)
i=0 i=1 i=2 i=3 i=4 i=5 i=6 i=7

Normal 2 1 1 1 1 1 1 1 1
WDDL 1 1 102 7 1 2 1 2 5
ExCCel 98 2 2 76 45 1 1 1 29

TABLE V
COMPLEMENTARY CELLS USED FOR (a) WDDL AND (b) EXCCEL

(a) (b)
Cell Count Cell Count
OR2X2 1 INVX8 1
OAINVX1 20 XOR3X1 1
ISOLORX1 4 AND3X4 1
NOR2X0 26 AO21X2 1
NAND2X0 3 XNOR2X2 1
AO21X1 2 OAI21X2 1
AO22X1 1 OAI222X2 1
XNAND2X1 26
XNAND3X1 12
XNOR2X1 35
XNOR3X1 13
Total 143 Total 7

of the correct Key peak gives the adversaries an order of kest.
they should attempt. Therefore, the larger number of the rank,
the higher DPA attack resistivity. In Fig. 11 with Eq. (8), the
29th peak of kest. is equal to Key, which demonstrates that
ExCCel has even higher DPA attack resistivity than WDDL
for this grouping.

TABLE IV summarizes only the ranks of the correct Key
amongst all kest.. As TABLE IV shows, ExCCel has higher
DPA resistivity than Normal and WDDL in many cases. In
some cases (i=2,5,7 with Eq. (7)), WDDL has higher resistiv-
ity in TABLE IV; however, note that WDDL incurs significant
overheads by doubling the area and energy consumed, which
are discussed in the next subsection.

C. Comparison in Overheads
1) Area Overhead: TABLE V shows the complementary

cells used for WDDL and ExCCel. Also, Fig. 12 (a) is the
comparison in area, and it shows that ExCCel requires 6.1%
additional area while WDDL requires 100.3%.

2) Energy Overhead: Fig. 12 (b) is the comparison in av-
erage energy consumption, and it shows that ExCCel requires
2.1% additional energy while WDDL requires 93.4%.

In summary, our experimental results demonstrate that ExC-
Cel is able to generate significantly more efficient DPA-attack-
resistive hardware in area and energy overheads compared with
WDDL. Note that the delay overhead of ExCCel is zero since
the ExCCel does not modify the original circuit.

VII. CONCLUSIONS

This paper proposed ExCCel, a simulated annealing based
method that automatically generates and explores combina-
tions of complementary cells to improve DPA attack resistivity
with small area and energy overheads. Using the AES S-
Box circuit as an exemplar, we observed that ExCCel yielded
DPA-attack-resistive hardware with 6.1% and 2.1% additional
area and energy while WDDL incurs 100.3% and 93.4%,
respectively. We believe ExCCeL is a promising approach
for achieving efficient DPA attack resistivity in area- and
power-constrained applications (e.g., smart cards). ExCCeL
also gives circuit designers the ability to explore and eval-
uate tradeoffs between security and hardware overheads for
different applications. There are several directions for future
work, including: intelligent selection of cells during simulated
annealing; physical realization of ExCCel on FPGA platforms
for prototyping; and techniques to speed up the exploration
procedure.
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Fig. 9. Result of DPA Attack on Normal S-Box (Key=AE)

(a) (b)

Fig. 12. Comparison in (a) Area and (b) Average Energy Consumption
(Normalized by Normal S-Box)
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