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Abstract

Soft errors are threatening the system reliability in meldkvices but traditional hardware
protection techniques incur significant overheads in teahpower and performance. Thus,
incorporating reliability in resource-limited mobile dees poses significant challenges. This
paper discusses a cooperative method that exploits egistior control schemes at an applica-
tion layer to mitigate the impact of hardware defects suckatserrors for mobile multimedia
systems. So we study heterogeneous specifics about twerdiéferors at two different abstrac-
tion layers, and present a cooperative cross-layer apphndambtain low-cost reliability at the
minimal degradation of QoS. In particular, we propose a camgpive approach to combat soft
errors at data caches by using dual schemes — a Drop and FohR&covery and an error-
resilient video encoding — driven by intelligent middle&zachemes. Experimental evaluation
demonstrates that our cooperative error-aware method fadao encoding with different video
streams improves performance by 60% and the energy congumipt 58% with even better
reliability at the cost of 3% quality degradation on average compared to an ECC-based
hardware protection technique. Combining intelligentesties to select a recovery mechanism
can guide system designers for trading off multiple comstsasuch as performance, power,
reliability, and QoS.
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Abstract

Soft errors are threatening the system reliability in mobile devices but traditieewrdware protec-
tion techniques incur significant overheads in terms of power and pedoce. Thus, incorporating
reliability in resource-limited mobile devices poses significant challengbis gaper discusses a
cooperative method that exploits existing error control schemes at plicagion layer to mitigate
the impact of hardware defects such as soft errors for mobile multimediarmg. So we study
heterogeneous specifics about two different errors at two diffefgsitaction layers, and present a
cooperative cross-layer approach to obtain low-cost reliability at the mahidegradation of QoS.
In particular, we propose a cooperative approach to combat softrerad data caches by using
dual schemes — a Drop and Forward Recovery and an error-resili@eo encoding — driven by
intelligent middleware schemes. Experimental evaluation demonstratesuheooperative error-
aware method for a video encoding with different video streams imprarésrmance by 60% and
the energy consumption by 58% with even better reliability at the cost of 2tygdegradation
on average, as compared to an ECC-based hardware protectioniteehnCombining intelligent
schemes to select a recovery mechanism can guide system desigredifg off multiple con-
straints such as performance, power, reliability, and QoS.

1 Motivation

With advances in processor and wireless communication technologies, mohidesieuch as PDA
and smart phones have emerged as a main component for a range of mulipp@tiations such as
video telephony and remote image sensing. Challenges to cope with eyr@r{pansmission over



wireless networks bring out the need for error-resilient techniquebttey must be implemented
in an energy-efficient way to prolong the life of battery-powered mobilgcgs. Note that the
main objective of error-resilient techniques, e.g., an error-resiliegiovihcoding, is to recover the
erroneous video data due to transmission errors for maintaining the viddityqu

Increasing exponentially with each technology generation, soft eniirsoon become an ev-
eryday concern [11, 38]. Soft errors are transient faults thatawsed due to a variety of deep
submicron reasons, including sudden voltage drops, signal intecksreandom noise, etc., but cos-
mic radiation strike causes more soft errors than all other reasons gthéod2]. Soft errors are
emerging as a problem in mobile multimedia devices, since these consumer defocemmpet-
itive market reasons — increasingly deploy components manufacturegl theiiatest technology;,
and operate at low voltages for extended battery life. Both of these $actduce the threshold
chargeQcritical for a striking radiation particle to cause a soft error, which in turn gredfgcts
the reliability. Since memories occupy majority real estate on-chip, memories ate/uhosrable
to soft errors. Mobile multimedia devices are especially prone to softseowing to i) the sheer
volume of data processed in multimedia applications, and ii) they are more likely ticdukin
environments with high soft error rates, e.g., mountain tops and airplanes.

Solutions to reduce soft errors have been proposed at all levelsigindeierarchy from hard-
ening devices [3, 29] to error control schemes such as TMR (TriplelldodRedundancy) [27] and
ECC (Error Correction Codes) [27]. However, these techniques imigh overheads in terms of
power and performance [18, 19]. For example, TMR typically uses tlueetionally equivalent
replicas of a logic circuit and a majority voter, but the overheads of hareland power for conven-
tional TMR exceed 200% [25]. Also, implementing an ECC-based schemmdsipopular one in
memory systems, raises access time by up to 95% [18] and power consumptiprid22% [26]
in the caches. To reduce the overheads, several microarchitecilutabiss [17, 19, 24] have been
investigated but still incur overheads in terms of power and performance.

On the other hand, an EDC (Error Detection Codes) based techniguesyarity codes [27]
incurs much less overheads than an ECC-based technique such as a Haod&§27]. For ex-
ample, a parity code decreases the access delay by up to 47% and thiecposugmption by up
to 73% compared to a Hamming code (38,32) according to [19]. HowevdEDéh scheme can
only detect an error while an ECC can even correct it. Thus, to makaensyslerant against soft
errors, an EDC scheme must be followed by an error recovery teansiqgeh as rolling-backward
recovery with checkpoints [27]. Checkpoints are made every intendltlae system states are
saved at the reliable storage. Once an error is detected, the systenaosigaod to the last saved
checkpoint and re-processes the functionality after a recovery kwlaad error recovery (BER).
However, recovery with checkpoints is inappropriate for real-time afmits since they have in
general poor predictability of the completion time — a checkpoint interval wilbbewhenever an
error is detected, and more intervals may be lost on the occasion of multipieoeaurrences.

This paper studies low-cost approaches to mitigate the impacts of sof atrdata caches in
mobile video encoding system. Figure 1 shows our system modehebile video encoding sys-
tem A mobile video encoding system consists of several abstraction layehnsasuapplication,
middleware, OS, and hardware layer. And the mobile video encoding systasmits video data
through the wireless network as shown in Figure 1. Due to intensive coitypdéyrocessing algo-
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Figure 1: System Model - Mobile Video Encoding System

rithms and large amount of data transmission, it is a challenging task to satisfyleatiigstraints
such as energy consumption and QoS that mobile video systems demand pndyadtated mo-
bile devices. One of promising approaches to balance these multiple cotssisaincross-layer
method. With the global view of the whole system, the cross-layer methods ob¢éaimakimal
power reduction with the satisfactory QoS (GRACE) [9, 41], presembgypbased middleware ap-
proach (DYNAMO) by trading off video QoS [7, 8, 21, 22], and reitestudy online timing-QoS
verification at the proxy server (xTune) [14]. To the best of ournidedge, no efforts have stud-
ied the cross-layer interactions and potential cooperations among entoolcschemes to maintain
multiple constraints in resource-constrained mobile devices.

In this work, we analyze different error models and error controbsas across abstraction
layers, and observe that they have different impacts on reliability and SafSerrors can degrade
not only the video quality but also reliability while packet losses cause quadiyadiation, but
not system failures such as system crash, infinite loop, memory violatianThtes, we present
a cross-layer, error-aware method in mobile devices so that it protaci&dr@ components such
as data caches from soft errors for satisfactory QoS and reliability witlnmalrcosts of power
and performance. To mitigate impacts of soft errors on data caches fardsts, we wisely ex-
ploit an error-resilient video encoding and a DFR (Drop and ForwaacbRery) mechanism with
an EDC protection in mobile video encoding systems. Since TMR and ECC ineuneads of
power and performance, less expensive EDC is implemented in the pigvyiwoposed PPC (Par-
tially Protected Caches) [17] at the hardware layer. A DFR mechanisrteisae for the reliability
improvement rather than a backward error recovery (BER) onceaniemonitored at the middle-
ware layer. Note that a DFR mechanism is named from a simple error concgaltheme in video
decodings so that it drops a lossy frame due to transmission errorse@mustructs it by making
use of available data such as adjacent frames [36]. Thus, this DFR n&thskips the intensive
processing algorithms and moves forward to the next frame encodingmivisig-forward is the
difference between a DFR and a BER. One potential problem of a DFRanisoh can degrade the
video quality since it drops a frame once an error is detected. Howaversresilient techniques
in video encodings are wisely exploited to mitigate the impacts of soft errorseovidieo quality
by considering these errors as packet losses. In order to use sfremeother abstraction layers,
there are needs for middleware, which allows cross-layer tradeoftidi®vare translates an error
metric at the hardware layer to a different error metric, which is necg$sathe use of an error



control scheme at the application layer. For example, SER (Soft Erte) Rathe hardware layer
is translated into FLR (Frame Loss Rate), which will be provided to an eesilient encoding at
the application layer. Also, middleware assists a DFR mechanism, and selaiisyabased on
available information for further improvements.

The contributions and results of our work are:

e We propose a cross-layer, error-aware method so that both perfoenaad energy costs are
minimized while obtaining high reliability at the minimal degradation of QoS.

e Our cross-layer method exploiting an error-resilient video encodingaaDBR mechanism
with a PPC architecture does not incur overheads in terms of power dgodmpance. Rather,
our proposal reduces the access latency of memory subsystem bytglénergy consump-
tion of memory subsystem by 52%, the failure rate by about ¥080the cost of less than 1
dB of video quality, compared to a traditional video encoding running onaaaahe without
protection.

e Our cross-layer method extends the applicability of existing error cortinelrees at the appli-
cation abstraction layer to mitigate the impact of hardware defects at thednardinstraction
layer.

e To assist our cross-layer methods, we present the middleware thatrérigger control
schemes with an appropriate error translation, and selects a recolieptased on available
information in a mobile multimedia system.

2 Background

2.1 Hardware Defects and Solutions

Transient hardware defects such as soft errors are emergingm®as technology scales. The pri-
mary source of soft errors in digital CMOS (Complementary Metal-Oxid&iSenductor) circuits
are cosmic radiation. Radiation-induced soft errors have been unéstigmation since late 1970s.
Due to incessant technology scaling (voltage scaling and critical dimensating), SER has ex-
ponentially increased [11, 38]. And in emerging pervasive computingamments, systems will
be exposed to drastic increase of radiation intensity [10]. For exampR,ii5&n airplane can be
worse than that on the ground by at least a couple of orders of magfi20fdeNow it has reached
a point, where it has become a real threat to system reliability. Solutionsuoaéide failures due
to soft errors have been proposed at all levels of design hieraratnyHardening devices [3, 29] to
microarchitectural solutions [17, 19, 24]. However, these techniqees the high expense of yield
loss, and power and performance overheads.

The error recovery techniques can be classified into Forward Egcovry (FER) and Back-
ward Error Recovery (BER) [27]. Examples of FER include TMR andCHEZ7] where we correct
the detected errors to the extent that algorithms can support. Howeyeayéhexpensive in terms of
power and performance [18, 19] since every access, for exam@ealdta cache memory equipped
with an ECC scheme incurs the coding or decoding procedure to insegdhiedancy or to correct
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as well as detect errors using the redundant information, respect®alyhe other hand, recovery
with checkpoints [27] are a typical example of BER. This technique shoeilthdorporated with
error detection codes (EDC) such as parity codes [27] to at leastt @eters in the system. Note
that the overheads of EDC in terms of power and performance is much sthatkethose of ECC as
presented in [19]. However, these BER techniques are not appeprieeal-time embedded sys-
tems since it rolls backward at every error detection. And more periodbmist on the occasion
of multiple error occurrences.

Interestingly, multimedia applications have natural features we can exploit xonize the
resource efficiency, especially in battery-operated mobile embeddtirs/sFor example, the in-
herent robustness of video data enables data cashes to be expasedrtos, and can be exploited
to present unequal data protection in a PPC (Partially Protected Cactieisg@@ure [17]. Further,
exploiting the inherent tolerance of video data itself can be used activetydaytionally injecting
errors to maximize the reduction of energy consumption as in [16]. Thusrtbe tolerance of
video data can be actively exploited to allow a DFR as an affordable meamaatiser than a BER
or FER by moving forward to the next correct state when an applicatiorsgsteam meets an error
with the minimal costs of protection.

2.2 Error-Resilient Applications

Researchers have studied algorithms in video encodings, e.g., H.26hdB|PEG/[23], to satisfy
multi-dimensional constraints such as QoS, power, and resilience.

One of the most effective methods to achieve the error-resilient videestgg@nsmission errors
is to introduce the intra-coded frame (I-frame) periodically: since |-frmare decoded indepen-
dently, they protect the propagation of the transmission errors and egediag errors in previous
frames. However, the transmission of I-frames causes delay and jitetddelatively large size)
compared to predictively-coded frames (P-frames), and the lossrafrieks is more sensitive on
QoS than that of P-frames [5, [15]. To mitigate both the propagation of thentiasion errors
and the overheads of large I-frames, recently intra-MB (Macrobloefk@sh approaches have been
proposed [5, 15, 37]. Intra refresh techniques distribute intra-MBasrg frames, which not only
removes the overheads of I-frames but also improves the error-resiligvhile most intra-MB re-
fresh techniques have been focused on alleviating the effects of tiseniission errors on the video
quality, Kim et al. [15] proposed an energy-efficient and erroiliezg video encoding technique
named PBPAIR (Probability-Based Power Aware Intra Refresh), agsepted tradeoffs between
compression efficiency and energy efficiency according to the ezgiliance for video encoding.
However, existing error-resilient video encodings have mostly focosdabw to mitigate the im-
pact of network errors on the video quality. They did not address thiesyfailure issues at the
mobile devices since network errors clearly do not cause system fadlucesas a system crash and
memory segment violation whereas hardware defects cause failures.

2.3 Cross-Layer Methods

Existing work already demonstrates the effectiveness of cross-laybodssfor mobile multimedia
as opposed to schemes isolated at a single abstraction layer [7, 8, 4, 22, 211]. Yuan et al.



in [40] proposed an energy-efficient real-time scheduler (GRACE-@Sgdon statistical distri-
bution of application cycle demands, and presented a practical voltalyegsakgorithm (PDVS)
[41] to coordinate adaptation of multimedia applications and CPU speeds fdatennobltimedia
systems. Mohapatra et al. in [22] presented an integrated power manggectaique consid-
ering hardware-level power optimization and middleware-level adaptatiorirtonize the energy
consumption while maintaining user experience of video quality in mobile videlicapipns. Re-
cently, Kim et al. [14] proposed a unified framework that allows cootdithanteractions among
sub-layer optimizers through constraint refinement in a compositiona taiger manner to tune
the system parameters.

Cross-layer methods in the OSI (Open Systems Interconnection) reéeneodel have been
widely investigated as a promising optimization tools to efficiently reduce the yoergumption,
especially transmission energy consumption, in wireless multimedia communicdtjdh2B, 32,
34, 35]. Vuran et al. in [35] presented a cross-layer methodologydtyze error control schemes
with respect to transmission power and end-to-end latency, especially ingbaotging, medium
access, and physical levels in wireless sensor networks. Schalar iet [84] proposed a joint
cross-layer approach of application-layer packetization and MAQ-l@&peinsmission strategy, and
developed on-the-fly adaptive algorithms to improve the video quality un@ebahdwidth and
delay constraint for wireless multimedia transmission. Bajic in [1] developessdayer error
control schemes considering joint source rate selection and power emaaagfor wireless video
multicast.

Our work is novel in two aspects. First, we address a broader notiaiability than has been
explored for error-resilient multimedia applications by specifically focusindnardware induced
defects and their impacts. As illustrated earlier, this issue is a leading coiocesmbedded ar-
chitectures of the future. Secondly, we will show how to exploit the clagsr methodology to
activate error control schemes at one abstraction layer to combas etrardifferent abstraction
layer.

3 A Cross-Layer Approach to Support Reliability and QoS

3.1 System Model and Problem Definition

In the previous section, we argued the need for reliability in mobile applicati®he impact of
soft errors in memory is particularly relevant for mobile multimedia applicationisiwa) exhibit
higher potential for radiation induced soft errors on outdoor mobile dsy&nd (b) inherently have
a higher potential for memory related errors due to large number of datanmeowe caused by
the sheer volume of multimedia information. In addition, mobile multimedia applicatiorsasic
video streaming and conferencing applications have soft real-time ciotsta data delivery. For
example, missing deadlines in video streaming applications results in the seslageahd losing
packets degrades the video quality — in practice, such degradation pehesivable) us acceptable
to some extent by end-users based on the nature of the application. Whiknvexploit the soft
real-time nature of these applications and its tolerance to slight quality déigradaur ability to
do so is already limited in the mobile execution environment that is resourctramed (limited



buffering and power, error-prone networks).

In this paper, our goal is to exploit the limited error tolerance to enhanceettability of
mobile multimedia applications to hardware-level "failures” without creatingdueise impact on
power/performance profile at the device level or sacrificing on applic&io8. We believe that
addressing such power/performance/reliability/QOS tradeoffs in themreof hardware failures
requires a cross-layer approach. Firstly, we need to develop amstizuaiding of how errors occur
at the various layers and understand existing mechanisms that havedvetopdd to avert errors.
This will then enable us to determine when "errors” become "failures” avd tailures” manifest
themselves at various system layers. We can then design appropriateescht different layers
to prevent/bypass specific failures and detect/recover from them. Figsinews our cross-layer
model for a mobile video application.

Techniques have been developed to enable QoS in multimedia applicationsirgxét error-
prone networks. At the application layer, error-resilient video enaptiohniques enable adaptive
encoding of information based on knowledge of network conditions[p, Ih&network techniques
selectively tag data with their level of importance and selectively drop infilomat different points
in the networks when system or network conditions change. Note that thelseiques aim to
protect the multimedia content that flows through error-prone networkgef¥r to this multimedia
content agxternal datai.e., the payload on which the application is executed as shown in Figure 2.
In contrast,internal datais defined as data, program code, etc. residing inside the mobile device
during the process of execution and represents the programs/data tle&nenpthe application
functionality, e.g., the video codec and associated data/variables. Notxtbatal data may be
internal data since it may serve as the input source for the processirmyigrut resides temporarily
inside the mobile device before being transmitted outside for the further.usage

The key issue is that while errors in external data (due to packet lagsdspnly cause quality
degradation of the multimedia stream, errors in internal data may cause ndpo8lgegradation
but also system failures. In particular, defects induced at the haedawer, e.g., data caches or
logic components, manifest themselves differently as compared to network en external data.
For example, errors on program variables may result in memory segment@tiaton, which is a
system failure. In general, errors on internal data, especially onalatdta, can result in system
crashes, infinite loops, and memory segmentation faults.

Given that hardware is prone to errors that can consequently leaglioatjon failure, error-
protection techniques can be designed to protect internal data frorwdrardailures. We will
specifically focus on transient hardware faults (soft errors), i.esgtizat do not immediately cause
a permanent failure of the systéniTraditional protection techniques such as TMR and ECC [27]
implemented at the hardware layer to combat such transient errors inaificsigt overheads in
terms of power, performance, and yield cost. For instance, our pridt (i®R&°C or Partially Pro-
tected Caches) [17] utilizes knowledge of content and device hardvegabilities to selectively
place critical data in more reliable hardware (e.g. a protected cachéf shliincurs overheads of
performance and power in the protected cache.

Table 1 presents different error models and error control scherttesaplication and hardware
abstraction layers in a mobile multimedia system. Exploiting error control schesressdayers is

Iwe also scope out the impact of software bugs introduced by progessranthe application/middleware/OS layers



an interesting challenge since we must consider different types okedata, impacts, and error
measures as shown in Table 1. By being aware of error specifics esrdcentrol schemes, we
expect that systems can be designed in a cross-layered manner fioingbtaw-cost reliability
while maintaining the QoS.

A closer look at Table 1 reveals that while errors occur dynamically andransient fashion,
techniques to combat these errors may be static or dynamic. For instan&&Ghapproach uses
compiler-assisted techniques to statically tag data; the operating systemaussgstat runtime to
stage the data appropriately into a protected cache. Expensive ECCnisechare then employed
on the protected data cache to ensure the reliability of information stored im¢he drrespective
of whether the error rate is high or low. Dynamic schemes periodically gloétkmemory state
and use knowledge of current error levels, captured via the SER mietticgger rollback to the
checkpoints. Given the dynamic nature of multimedia data and real-time needsdtiohedia appli-
cations, this approach as a sole method to deal with soft errors reqemesequent checkpointing
and is hence impractical.

3.2 The Cooperative Cross-Layer Approach

We conjecture that a dual pronged approach is needed to effectidlgss the aforementioned
power/performance/reliability/QoS tradeoffs. Firstly, error-monitoringiiscal to selectively trig-
ger reliability mechanisms when errors occur. Secondly, the monitoredsare used to tailor
intelligent compositions of error-protection schemes across layers in@ragvare manner. There
exist inexpensive ways to do an error detection in hardware — outpRs Specifically, we fo-
cus on transient faults (soft errors), i.e., they do not immediately causenzapent failure of the
system. To create error-awareness, we consider the presencepens&e error detection mech-
anisms for soft error detection - these schemes generate as outputt thieaorate (SER), which
is translated into an error rate for error control schemes describedctios@.1.2. Hence, our
problem is to develop cross-layer methods that, given dynamic soft restes, are capable of: (i)
minimizing the overheads of power and performance, (ii) satisfying the @g@drement, and (iii)
achieving the same level of fault tolerance as traditional error protectobmiggues. In particular,
we investigate techniques to exploit error-resilient video encoding meshargat the application
layer) and selective DFR mechanisms (applied at the middleware layergtqentially harmful

Table 1: Error Models and Error Control Schemes at Different Absita Layers

| [ APPLICATION | HARDWARE |
Error Model Packet Losses Soft Errors
Data Perspective| External Data Internal Data
Causes Congestion and Noise External Radiation
Impacts Quality Degradation Quality Degradation
and System Failure
Protection Error-Resilience and Forward Error Recovery (ECC) and
Error-Concealment | Backward Error Recovery (Checkpoints)
Error Metric Packet Loss Rate Soft Error Rate
(%) (FIT)
Time Perspective Dynamic Temporary

FIT (Failures In Time): the number of failures in one billioperation hours
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To illustrate and evaluate our cross-layer approach, we consider a set@ifstem consist-
ing of a video encoding application and a data cache as shown in Figure\2deA encoding
application can beerror-prone or error-resilient and similarly a data cache can beaor-prone
or error-protectedas shown in Figure 2. Any composition of cross-products from them s p
and cons with respect to performance, power, QoS, and reliability. ¥@nge, an error-prone
video encoding running on an error-prone data cache sufferstiginfailures due to no protection
at data cache against soft errors. While an error-prone videalamgzon an error-protected data
cache improves the video quality as well as the reliability, it incurs high oagidhim terms of power
and performance. An error-resilient video encoding on an ermmedata cache may increase the
video quality, but fail to increase the reliability. An error-resilient videcading running on an
error-protected data cache is possibly of over protection on the Qo&isincurs high overheads
due to expensive protection. Approaches unaware of errors anatiffdata at different abstraction
layers may result in inefficiency in terms of power, performance, Qo&pareliability.

Cross-Layer, Error-Aware Method (Our Proposal) Our proposal is aware of different data,
error control schemes, and impacts across layers. Thus, ourlay@sserror-aware method miti-
gates hardware defects such as soft errors using error-resiied@DFR mechanism for maximal
reliability with minimal overheads of power and performance at the cost of minjuaity degrada-
tion. Given the ability to support error-awareness through less exedeBC schemes, our strategy
is to use the information on SER (soft error rate) to

1. bypass potential failures by triggering error recovery mechanisrichwéinitialize the erro-
neous data cache, and simultaneously

2. reinforce application data using error-resilient encoding mechanigrratslating the SER
into the input metric of the encoding algorithm (being considered as the riepaoket loss
rate).

In other words, awareness of micro-level errors (i.e., bit errorsaisstated into policies that have
macro-level impacts in terms of execution failure, performance, and QoS.
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In particular, we explore a Drop and Forward Recovery (DFR) mdshaigshown in Fig-
ure 4(c)) that drops a current encoding frame and moves forware toetkt frame once an error is
detected in a mobile video encoding system. The DFR mechanism workswffeetith an EDC
scheme to improve power and performance significantly while increasingitijias well. As dis-
cussed, EDC is much less expensive than ECC [19] and overheatischexkpoints are negligible
[39] while EDC can be as immune to soft errors as ECC with respect to reliablititaddition,
dropping an erroneous frame potentially improves performance angyereetuction since it skips
expensive processing algorithms for encoding the frame.

However, just using DFR-based mechanisms can result in video qualitgdgpn since er-
roneous frames are actually dropped. To some extent, these errobe casovered by wisely
injecting error-resilience at the application layer. To enhance QoS, weeafdore the selective
use of Backward Error Recovery (BER) mechanisms that rolls backarad re-encodes the current
frame once an error is detected as shown in Figure 4(b).

4 Cooperative Cross-Layer Strategies for Error Resilience

In this section, we present specific CC-PROTECT - a middleware dripproach for cooperative
composition of cross-layer strategies to support error resilience.

4.1 CC-PROTECT - A Middleware Driven Strategy for Failure Handling

Raw Dat: - L ] Error-Aware Data
m  Applicaton =
. .
] : |
DFR | ®Resiliencé "
Policy| m Level B FLR+PLR
Parameters [ = . u
& Feedback . Mldd_leware w0 PLR Network
L g Operating Systena
_ Error| ® i
Mitigation | m oy ol
Data m Detection B SER
Mapping ("semmmmmm
Hardware mmm) External Data
L ) B B ) Internal Data
- — == Quality Improvement
Mobile Multimedia System — Reliability Improvement

Figure 3: CC-PROTECT - A cross-layer, error-aware method mitigatingweae defects with
minimal costs by using error-resilience and a drop and forward regavervideo encoding

Figure 3 illustrates our CC-PROTECT scheme which exploits the error-resilieiwvideo en-
coding along with DFR-based error recovery mechanisms to mitigate the impastif errors at
the hardware layer. Soft error rates, obtained by error detectionitpes at the hardware layer,
are communicated to the middleware which then

1. monitors errors, and maintains execution histories and video quality infiorma
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2. translates SER values to corresponding metrics used by other poliei®® (bss rate or FLR
in our case),

3. initiates DFR/BER policies (discussed later) to avoid and bypass poteatéhdare failures,
and

4. adaptively fortifies multimedia content when hardware errors occutriggering error-
resilient encoding at the application layer.

We instantiate two specific strategies for error recovery and error-regligvithin CC-
PROTECT. The specific error metric we use and evaluate in our studyti®msof rate (SER).
First, to mitigate the impact of soft errors on the video quality, we exploit a peware error-
resilient encoding technique, PBPAIR [15]. We present a simple, intuatiekeffective translation
of SER into frame loss rate (FLR) used in turn by the error-resilient PRPNEXt, we exploit our
prior work on partially protected caches to design a naive DFR mechanisRPCs [17]. Using
information captured in the middleware, we then extend the naive mechanisihi¢v@a balance
between DFR and BER in Section 4.2.

4.1.1 Drop and Forward Recovery Mechanism for Reliability Improvement

Error recovery techniques can be classified into Forward Error\RegdFER) and Backward Er-
ror Recovery (BER) [27] according to when an error is recoveseshawn in Figure 4(a) and Fig-
ure 4(b). Figure 4(c) shows the mechanism of DFR. Drop and ForiRacdvery (DFR) combines
an EDC mechanism with checkpoints to discontinue processing of the tinaeme and initiate
processing of the next checkpointed frame. EDC can only detect anand is less expensive
than ECC in terms of power and performance [19]. Further, a PPC attthiteis applied. A PPC
consists of two caches at the same level of memory hierarchy such aspiweaated cache and
the protected cache for unequal data protection. The protected caaigpped with EDC instead
of ECC to minimize the overheads of power and performance for proteatingmultimedia data.
Since multimedia data itself does not cause a system failure [17], multimedia deapsed to soft
errors by being mapped into the unprotected cache in a PPC. Our cyesstgroach maximizes
the effectiveness of a PPC architecture by incorporating a DFR meahaR@ DFR, checkpoints
are made just before the starting operation where each frame is encodrdcly same as BER.
Only difference is that DFR must save the values for the next frame @mredch as the variables
for the next frame, i.e., the information férame K+1rather than fofFrame Kin Figure| 4(c)).
Whenever an error is detected onto control data, i.e., non-multimedia data pmafeeted data
cache by EDC at a PPC, it goes to the next frame encoding with the help opénating system.
The DFR mechanism not only helps to increase reliability but also helps teatecthe overheads
of power and performance at the slight cost of the quality degradatiote tRat a frame drop does
not cause a system failure, and further does not cause a signifigalitydoss mainly due to the
inherent error-tolerance of video data [16].
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(c) Drop and Forward Recovery (DFR): it drops a cur-

rent frame when an error occurs at control data, and
moves forward to the next frame in case of a frame-
based multimedia processing

Figure 4: Error Recovery Mechanisms

4.1.2 Error-Resilient Video Encoding for QoS Improvement

Error-resilient video encodings have been developed to reduce thetimipgiansmission errors,
e.g., packet losses, on the video quality [5, 15, 37]. The PBPAIR ébitity-Based Power Aware
Intra Refresh) technique [15] addresses the tradeoff betweegyeafficiency and compression-
efficiency according to the resilience level against network errorse M@t PBPAIR is developed

to combat network errors, and designed to increase the compressmaneffi i.e., to decrease
the encoded file size, at stable network status. We use PBPAIR since ingyesfficient and

its resilience can be adjusted with parameters for various PLRs. PBPA&R talk parameters
such asPLR and Intra_Threshold PLR indicates the anticipated error rate in the network and
Intra_Threshold can be adjusted by the user expectation of the quality. SincR aidps a frame
due to soft errors at data caches, this frame loss can be considersghtleeas a frame loss due
to packet losses during transmission. To make use of PBPAIR, ourleyssapproach converts
SER for PLR, and selects IntfBhreshold by the original method in PBPAIR. We present a simple
conversion. First, the number of soft errolg, during the execution of one frame encoding is
calculated adlsg = S.achex Ninst X Rse WhereS:acheiS the size of a cache in KBingt is the number

of instructions for one frame encoding, aRgk is a SER per instruction per KBlsg value is then
converted to a percent value and used as a FLR (Frame Loss RatekstudyrFor exampleésache
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is 32,Ninst is 10%, andRsg is 10710, thenNsg becomes 0.32. So FLR is 32%. Note that FLR becomes
100% ifNsgis larger than 1. Now, PBPAIR can generate the compressed video sifienteagainst

the packet losses in networks (PLR) as well as against the soft atribrs hardware layer (FLR) as
shown in Figure 3.

4.2 Selective DFR Mechanisms

In a naive DFR approach, any single soft error at the hardware ¢tayeses a frame drop whenever
it occurs at the control data (non-multimedia data). However, this apiproaened Naive DFR,
can significantly degrade the quality in case of consecutive frame difogsrevent this result, we
presentintelligent schemes to select a policy between DFR and BER baetuseful information
at the mobile embedded system.

4.2.1 Slack-Aware DFR/BER

SA DFR/BER(S, TaceT; Terror, Tk)
01: policy=DFR

02: Te|apsed: Terror — Tk

03: Tthreshold= SX TaceT

04:if (Telapsed< Tthreshold

05: policy=BER

06: endIf

07: return policy

Figure 5: Slack-Aware DFR/BER Scheme

The main problem with BER is no guarantee to deliver multimedia service in real-Hioe-
ever, if the remaining time to reach the deadline is enough to re-encode tlefradee when an
error is detected, we can apply BER rather than DFR for the quality improverSémce the en-
coding time is varying from frame to frame and it is hard to measure the remainingticoeately,
our scheme presents a knob to select a policy based on the elapsed time wWitHA@rage Case
Execution Time) as shown in Figure 5. Our kn@,indicates the portion of ACETaceT, that
the system can endure. Thus, SA-DFR/BER (Slack-Aware DFR/BEBgtseBER if the elapsed
time from the starting of the frame K encodin@apsed= Terror — Tk, is smaller than given thresh-
old time, Tynreshols @S shown in Figure 5. Otherwise, SA-DFR/BER selects DFR. For exaihple,
S= 0.2 andTacet = 100,000 cycles,Tihreshold b€COMES 20,000 cycles. Thus, an error occurring
before 20,000 cycles from the starting of the current frame encodintg eBER. The highe®
value increases the probability of BER policy to be selected, and thus ingptiogesideo quality
while incurring more performance and power overheads due to rollingNzad recovery. Indeed,
the infinite value ofSalways causes a BER policy and the zero valug d@bes a DFR policy.

4.2.2 Frame-Aware DFR/BER

Each frame has a different impact on the video quality. For examplenlefsaare considered more
important than P-frames with the perspective of the video quality [5, 15]s;Tiha frame in which
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FA_DFR/BER(framePara, numFrame, frameType, dropPrev,
diffThresh)

01: policy=DFR

02: switch (frameParg

03: caselP_.FRAME:

04: if (frameType==1—-FRAME)

05: policy=BER
06: endIf
07: break;

08: casePREV.FRAME.DROPPED:
09: if (dropPrev==TRUE)

10: policy=BER

11: endlf

12: break;

13: caseDIFFERENCEFRAMES:

14: dif fFrames= calcDif f(numFrame
15: if (dif fFrames> dif fThresh)

16: policy=BER

17: endlf

18: break;

19: endSwitch

20: return policy

Figure 6: Frame-Aware DFR/BER Scheme

a soft error is detected is important in terms of the video quality, FA-DFR/BERBNje-Aware
DFR/BER) rolls back and encodes this frame again (BER) to minimize the qualdty@ikerwise,
it drops the current frame and moves forward to the next frame (DF&e@on available informa-
tion at the embedded system, the importance of a frame can be decided &l sewey. The frame
type such as I-frame or P-frame is one example (lines 03-07), andfeaaryé will be encoded even-
tually until no soft error is detected. Another information such as regohistory, e.g., whether
the previous frame has been dropped or not due to a soft errorecasel to decide a policy (lines
08-12). If the previous frame was dropped, FA-DFR/BER preventstineent frame from being
dropped since the consecutive frame drops may degrade the video gigtifycantly. Also, the
difference between two consecutive frames can be used to estimate thé¢aimepoof a frame in
terms of the video quality. The intuition behind this approach is that the larderehice between
two frames indicates the higher impact on the video quality if the current franestis Thus, if
the difference between therd|f f Frames is larger than given threshold valugif f T hresh FA-
DFR/BER selects BER (lines 13-18). Otherwise, DFR is selected.

4.2.3 QoS-Aware DFR/BER

The potential problem with a DFR mechanism is the significant degradatioe 6@ due to sev-
eral frame drops. QA-DFR/BER (QoS-Aware DFR/BER) selects a BHRypwhen the obtained
QoS does not meet the QoS requirement. The current quality V@b, rrent, for frames that have
been encoded so far can be calculated at the end of encoding ofreawh QA-DFR/BER selects
BER for the erroneous frame @oS.rrent is Worse thamQoShresholg given threshold QoS value.
Otherwise, the default policy, DFR, is selected. Note that QoS heresitef¢he encoder, consider-
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QA_DFR/BER(prevFrame, threshQoS)
01: policy=DFR

02: Q0Sccumulated= CalCPSNRprevFrame
03:if (Q0Siccumulatea< threshQo$

04: policy=BER

05: endIf

06: return policy

Figure 7: QoS-Aware DFR/BER Scheme

ing decoder QoS must incorporate knowledge of transmission erroiis bagond the scope of this
paper.

5 Experimental Framework

5.1 Simulation Setup

Cache Configuration
protected cache parameters
unprotected cache parameters

Video Encoding Parameters|
error—prone video encoding
error-resilient video encoding

Results

Executable
. Performance
Application Simulater Analysis EZ\I/;/:I;HW
Page Mapping

QoS
. R ——
Video Data Power Numbe
DFR Parameters | access Penalty
SER —

Figure 8: Experimental Setup — Compiler-Simulator-Analyzer Framework

To demonstrate the effectiveness of our cross-layer, error-awatieod, a simulation frame-
work has been built as shown in Figure 8. We study a simplified video engsgistem consisting
of a video encoding at the application layer and a data cache at the markhwar, and evaluate
each system composition in terms of performance, power, reliability, and QoS

We study an H.263-based error-prone video encoding and esitient video encoding. For
an error-prone video encoding, we use a GOP (Group-Of-Pictader [5]. For GOP, the first
frame is encoded as an I-frame and the other frames are encodedaamsd?;fand the quantization
scale is setto 10. PBPAIR [15] is used as an error-resilient videamgthat takes two parameters
such as IntraThreshold and PLR. In this study, we consider that the network is &geri.e., PLR
is set to 0%, to isolate the effects of soft errors from those of netwarkgtdosses. Intrd hreshold
is selected through the original method of PBPAIR to generate the similar sthe cbmpressed
video as GOP in order to ensure a fair comparison — eliminating the overbgadsmsmission
power and delay. Note that we mark all variables for multimedia data (typicaige &rrays), and
declare them as global variables for data partitioning in a PPC as in [17].
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Table 2: System Compositions — Our CC-PROTECT is a middleware-drieepgecative approach aware of hardware defects

System Compositions with respect to Error Resilience

Abstraction
Layer BASE HW-PROTECT APP-PROTECT MULTI-PROTECT CC-PROTECT
L GOP GOP PBPAIR PBPAIR PBPAIR
Application || e rror-prone encoding) (error-prone encoding) (error-resilient encoding) | (error-resilient encoding)|  (error-resilient encoding)
oMonitor network errors | oMonitor network errors | oMonitor network errors
& Inform PBPAIR of PLR | & Inform PBPAIR of PLR | & Inform PBPAIR of PLR
i eTranslate SER to FLR
Middleware None None oTrigger Selective DFR
(Drive cache update
& Inform PBPAIR of FLR)
Operating None oMap pages to a PPC None oMap pages to a PPC oMap pages to a PPC
system eMonitor soft errors
Hardware Unprotected Cache PPC with ECC Unprotected Cache PPC with ECC PPC with“EDC”

(error-prone cache)

(error-protected cache

(error-prone cache)

(error-protected cache)

(error-protected cache)

GOP: Group-Of-Picture, PBPAIR: Probability-Based Powesafe Intra Refresh, PLR: Packet Loss Rate, SER: Soft Errte, & R: Frame Loss Rate,
DFR: Drop and Forward Recovery, PPC: Partially Protectech€aECC: Error Correction Codesxfpensive in terms of power and performareg.,a Hamming Code (38,3R)
EDC: Error Detection Codesr{uch less expensive than EGCg.,a parity codg




The data cache is modeled ussigi-cachesimulator from the SimpleScalar toolchain [4]. The
simulation parameters have been set so as to model an HP iPAQ h5555 [#Pldessor-memory
system. Theim-cachesimulator has been modified to support a PPC architecture and to inject soft
errors as in/[17]. We study a conventional cache (a 32 KB unprotectelde) for an error-prone
data cache, and a PPC (a 32 KB unprotected caca@ KB protected cache) for an error-protected
data cache. The cache parameters are set with line size of 32 bytey, setr@ssociativity, and
FIFO (First-Input and First-Output) cache replacement policy. Thieeption technique for a 2 KB
protected cache is an ECC or EDC scheme. We use a Hamming Code (3&|22panity code for
ECC and EDC, respectively. To support the unequal protection f&®f@d?chitecture, compiler as
shown in Figure 8 generates not only an executable but also a page megipng? page mapping
table has a list of the marked global variables (multimedia data), which will be edajppo an
unprotected data cache and the other data will be exclusively mapped irdteatpd data cache in
a PPC during simulations. Note that all data will be mapped into an unproteciied icecase of an
error-prone data cache.

The modifiedsim-cachesimulator runs an executable, i.e., a video encoding, on a given cache
configuration with input data such as video streams, SER, and DFR param@&ghown in Figure 8.

As test video stream#KIYO, FOREMAN andCOASTGUARDN QCIF format (176<144 pixels)

are used for our simulation study, and each of them represents a vided Ichip activity, medium
activity, and high activity. To evaluate the cycle accurate results withironedde amount of simu-
lation time, 300 frames of each video stream are chopped into 75 sequéificasframes (several
hours to simulate a video encoding with 300 frames of video on Sun Spais @Hlz). For exam-

ple, 300 frames odFOREMAN.QCIFare separated intefOREMAN.QCIF, FOREMAN.QCIF,.. .,

and FOREMAM,.QCIF. And we ran a simulation at least four times with each sequence, and thus
more than 300 runs have been studied (BQs= 4 times of runx 75 sequencgs DFR parame-

ters are input parameters for selective DFR/BER schemes. For instasieek value ) is given

for Slack-Aware DFR/BER in Figure 5.

The simulator models soft errors by randomly injecting single-bit errorslanfile-bit errors in
an unprotected data cache according to SERs. Thus, a single-bit inGadhagsis randomly chosen,
and a bit value at this single-bit is inverted if a random number generatoesiss number less
than SER when an instruction is executed in the simulator. Similarly, doublerbisere injected.
Since a protected data cache is resilient against single-bit errors, ambjedbit errors occur. To
accomplish the experiments in reasonable amount of time, accelerated SERsedr SER is
set to 10! per KB per instruction for single-bit errors. Note that SER for curtestnology
(2.28x 107 at 90nmjz\ is much less than this accelerated SER by several orders of magnitude, but
it increases exponentially as technology scales [2, 11, 20, 38]. Hoywse maintain the accurate
rate (about 10%) between single-bit SER and double-bit SER, thus'#@er KB per instruction
is used for double-bit errors. Th&m-cachesimulator returns the number of accesses and the
number of misses to each cache configuration. We analyzed these statiftigsren power and
performance numbers, and estimated access time and energy consumptamafy subsystem as
shown in Figure 8. QoS is measured in PSNR (Peak Signal to Noise Ratio) wigimtoded video

2|t is projected using the increasing ratio of 1,000 FIT/Mbit at B8®technology and 100,000 FIT/Mbit at 130n
technology [2, 11, 20].
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output and the original video input.

5.1.1 System Compositions

We study a system model consisting of a video encoding and a data cackhideddencoding is
GOP grror-prong or PBPAIR grror-resiliend, and a data cache is an unprotected caehneit
prong or a PPC érror-protected. Thus, we compare our cross-layer, error-aware method with the
cross-product system compositions from them as shown in Table 2. Nfféredce between our
proposal and other compositions is that our approach is aware of emdrerror control schemes
across layers. For example, an error-resilient video encoding isadrardware defects such as
soft errors in our cross-layer approach.

1.

BASE: This is the default composition, which does not provide any error deteatidrfor
correction. In this composition, we use GOP (Group of Picture) videoding¢5]. For GOP,
the first frame is encoded as an I-frame and the other frames are dnasdReframes, and
the quantization scale is set to 10. The middleware and operating systemearara of soft
errors, and hardware has just a unified unprotected cache. Bagmsition does not incur
overheads for protection in terms of power and performance, bursuifom high failure
rates and low multimedia quality due to no protection on internal data from hegdigfects.

. HW-PROTECT: In this composition, all error detection and correction are provided in-hard

ware. This is implemented through the use of Error Correction Code (ECR)rirally Pro-
tected Cache architecture [17]. As compared to protecting the whole,daBi@s provide
efficient reliability by just protecting the non-multimedia data against soft&rrbhis com-
position presents the low failure rate and high QoS, as it protects at harthval. However,
it incurs overheads in terms of power and performance.

. APP-PROTECT: In this composition, all error detection and correction are provided in the

application. For this, we use error-resilient video encoding PBPAIR [¥¥e set the PLR
parameter in PBPAIR to 0% to isolate the effects of soft errors from thibsetaork packet
losses. Intralrhreshold is selected through the original method of PBPAIR to generate the
similar size of the compressed video as GOP to ensure a fair comparison sydcreo the
transmission cost.

MULTI-PROTECT: In this composition, error correction is provided at all levels. We use
error-resilient video encoding (PBPAIR) and a protected cache Cavi#th an ECC scheme).

It implements both error-resilience at the application layer and an ECC scieime hard-
ware layer.

. CC-PROTECT: This is our proposed composition, in which we use error-resilient video

encoding, PBPAIR, and PPC with an EDC scheme, and supports middidviaea mecha-
nisms aware of soft errors such as translating SER for PBPAIR aneétnigga hybrid scheme
of DFR and BER.
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5.1.2 Selective Mechanisms

In order to evaluate our selective schemes such as Slack-Aware (SABER, Frame-Aware (FA)
DFR/BER, and QoS-Aware (QA) DFR/BER, we consider Naive DFRy8I8ER, No DFR/BER,
and Random DFR/BER. Naive DFR always triggers a DFR mechanism aherror is detected.
Similarly, Naive BER always triggers a BER mechanism. No DFR/BER doesigger any re-
covery mechanism. Random DFR/BER selects DFR or BER based on rangendgated number,
e.g., if the generated number is less than 50 out of 100, it triggers BEREAOFR/BER, SA-
DFR/BER, and QA-DFR/BER, we profiled preliminary experiments, and smlggarameters for
each selective scheme in our simulations.

5.2 Strategy and Evaluation Metrics

We have three main strategies for our experimental study. First, ouriexges evaluate different
layering approaches as shown in Table 2 in terms of power, performatiedility, and QoS. Sim-
ulation results demonstrate that our cross-layer, error-aware metheryisfiective to accomplish
low-cost reliability at the slight degradation of QoS. Secondly, we studyntipacts of heteroge-
neous video contents as well. Experiments show that our approach mathtaiow-cost reliability
with minimal quality degradation for various video streams. Finally, we study thadtepf se-
lective DFR/BER polices. Experimental results show the effectivenesaradelective schemes to
improve the video quality while still maintaining low-cost reliability of the system.

Therefore, these experimental outcomes open opportunities that gsigensgiesigners to ef-
fectively explore interesting tradeoff spaces under the multiple constifaintsobile multimedia
systems.

5.2.1 Measuring Memory Subsystem Performance

For performance comparison of each composition, we estimate the accesy tai¢he memory
subsystem using the statistics generated by the cache simulator as showar@&ig\ote that
our performance model using a functional simulaion-cachénas been compared to runtime using
a cycle accurate processor simulasim-outordey and the relative ratio between them maintains
constant, busim-cachds much faster. The access latency of memory subsyktenestimated as

L = (AcacheX Laccesd + (McacheX Lmiss) + (Npaticy % Lpolicy) WhereAcacheis the number of accesses
to a cachel_gccessiS the cache access timd acheiS the number of misses to a cachg,ssis the
cache miss penalty, i.e., the access penalty to a bus and a mépgey.is the number of triggered
policies such as DFR and BER, ahghicy is the latency penalty for a policy. Table 3 summarizes
access and miss penalties of a data cache in cycles with or without a protettienoverhead
of delay for ECC is estimated and synthesized using the CACTI [30] andythepSys Design
Compiler [33] as in [17], and the overhead of delay for EDC is calculagiguthe ratio between
delays of ECC and EDC from [17, 19]. For instance, the cache misstpé&na5s cycles (including
bus access and main memory access), and the cache access penakK®moé protected cache
with a Hamming code (38,32) is 2 cycles while that with a parity code is 1.5 cyclss, the delay
overheads for DFR and BER are estimated through the simulations so thaetheads for context
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switch and checkpoints are added at the analysis stage in our simulatiorastsidgwn in Figuré.

5.2.2 Measuring Energy Consumption of Memory Subsystem

For power comparison, we estimate the energy consumption of the memoyg®rbsTo estimate
the energy consumption of the memory subsystem, we use the power modelstpdein [31]. The
overheads of power for a Hamming code (38,32) and a parity code atieesyzed and estimated
similar to those of delay. The power consumption penalty for a recoveryypslich as DFR and
BER is estimated through the simulations. With the power models in Table 3, they&oegump-
tion of the memory subsystef asE = (Acache X Paccesd + (Mcache X Pmiss) + (Npaticy X Ppolicy)
whereP,ccesdS the power consumption per cache accBggsis the power penalty per cache miss,
andPyolicy is the power penalty for a recovery policy.

5.2.3 Measuring Failure Rate

For reliability evaluation, a failure rate is used. Each execution is definedSascessf it ends
within twice of a normal execution time and returns the correct output opepeddecoder. Oth-
erwise, it is aFailure such as a system crash, infinite loop, or segmentation fault. Note that the
degradation of video data is not considered as a failure in our study.fallnee rate has been
obtained through at least hundreds of executions for each composytioouinting the number of
failures out of a total number of executions based on the following binonstlmltion analysis.
Assuming that each execution is an independgntcesgFailure event, X is the number of
Successn executions, and we performruns, then if the probability of a failure ig, thenX is
a binomially distributed random variable, which follows the binomial distribution wahameters
nandp (X =~ B(n,p)). Therefore, the mean of is u= np, and the variance oX will be 0% =
np(1—p). The errorE = |[X — | is less than or equal & ,,0/+/n with confidence 10 — a)%,
wherea is a confidence level. Therefore, the sample size to be able to state with-100%

confidence that the err¢X — | will not exceed a specified amoutis N = (M)z. Thus, for
95% confidencezy > = 2, and confidence intervd1%, the sample size ¢ = 40,000p(1 - p). To
estimate the probability of a failure, suppose the probability of a failure is 16A,Nh= 40,000 x

0.01x 0.99= 396.

Table 3: Delay and Power Numbers for Caches from [17,19,30,33]

Cache . Laccess Paccess Lmiss Prmiss

(size) Protection (cycles) | (nJoules)| (cycles) | (nJoules)
Unprotected (32 KB) None 2 1.06 25 41.96
Unprotected (2 KB) None 1 0.80 25 41.96
Protected (2 KB) EDC 15 0.91 25 42.06
Protected (2 KB) ECC 2 1.19 25 42.16
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5.2.4 Estimating the Video Quality

For QoS comparison in video encodings, the video quality is typically measu@8NR (Peak
Signal to Noise Ratio). PSNR is defined in dBRSNR= 1&0610(%), whereMAX is the
maximum pixel value andSEis the Mean Squared Error, which is the mean of the square of
differences between the pixel values of the erroneous video outpatt@soft errors and frame
drops), and the correctly reconstructed output (without errors)th®roccasion of a frame drop
due to soft errors, we considered a simple error-concealment scheheedecoding side, i.e., the
decoder copies the previous frame for the dropped current framexBmple, the video sequence
consists offrame, frame, frame, and frame,. If a soft error occurs at the control data (i.e.,
on the protected cache in a PPC or Partially Protected Cache) fvhere is being encoded, CC-
PROTECT dropsframe and an error-resilient video encoding takes care of it in terms of video
quality. Now, when a decoder will receive julstame,, frame;, and frame (frame is dropped).
Then the decoder decoddsame, frame, frame;, and frame. Simply, the PSNR value is
calculated with these frames.

6 Experimental Results

We present two sets of experiments. First, we demonstrate the effesthvafireeur cross-layer, error-
aware methods in low-cost reliability at the slight cost of QoS (Section 6elgor&l, we show the
effectiveness of intelligent DFR/BER selection schemes to improve the vigdityg(Section 6.2).

6.1 Effectiveness of CC-PROTECT

Figure 9 clearly shows that our cross-layer, error-aware apprioaceases the reliability with the
minimal costs of performance and energy consumption at the minimal degrad&tioleo quality.

Figure 9(a) clearly demonstrates that our CC-PROTECT (PBPAIR, a E&hanism, and a
PPC with an EDC protection) improves the failure rate by more than 1,000 timethétaof BASE
(GOP and an unprotected data cache). This reliability improvement mainlyidecd the error
detection and a DFR mechanism in a cross-layered manner. While HW-RRD&g&d MULTI-
PROTECT have lower failure rates than that of BASE, they have higherdaate than that of CC-
PROTECT. This is because CC-PROTECT has less time to be exposed¢asrdtdue to a frame
drop and the performance efficiency of PBPAIR than GOP. It is impottzatt APP-PROTECT
(composed of PBPAIR and an unprotected data cache) shows theailase fate to that of BASE
since a failure results from errors on control data, which are notqgextén APP-PROTECT. Thus,
our CC-PROTECT scheme can achieve the best reliability among all compssition

Figure 9(b) shows that our CC-PROTECT is the best in terms of perfarenat reduces the
memory subsystem access delay by 58%, compared to that of BASE. tyigfiective since our
CC-PROTECT reduces the failure rate by 1,000 times and it reduces thgsdatency of memory
subsystem compared to BASE. All the other compositions incur the perfesraerhead but CC-
PROTECT improves the performance. This performance improvement aadeof skipping in-
tensive compression algorithms from a DFR mechanism, and because effi@rance efficiency
of PBPAIR algorithms. However, the performance efficiency of PBP&IRot well exploited in
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Figure 9:CC-PROTECTachieves the low-cost reliability at the minimal QoS degradation

case of APP-PROTECT as it shows 5% overhead compared to BASEHdeeP8PAIR increases
the compression efficiency rather than the performance efficiency aPldwvsuch as 0% PLR.
With the same reason, MULTI-PROTECT incurs about 4% overhead cmaipa BASE. Indeed,
HW-PROTECT does not incur the performance overhead becaugg adPieves high performance
by protecting only non-multimedia data [17].

With the perspective of energy consumption of memory subsystem, ourRCIHPCT saves
the energy consumption by 49%, 56%, 52%, and 57% as compared to BWSPROTECT, APP-
PROTECT, and MULTI-PROTECT, respectively, as shown in Figucd. 5¢C-PROTECT approach
reduces the energy consumption of memory subsystem because oféjpessive EDC technique
than ECC, (ii) skipping expensive compression algorithms thanks to a DFRamisen, and (iii)
energy efficiency of PBPAIR by introducing more intra-MBs (MacroBlothan expensive inter-
MBs. Note that all other compositions incur overheads of performaneethas power compared
to BASE except for CC-PROTECT. Thus, our CC-PROTECT schemeesean reduce the power
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and access time of memory subsystem while obtaining the high reliability. And ttesyjigffective,
especially for resource-constrained mobile embedded systems.

Our CC-PROTECT achieves video quality close to those of other composé®shown in
Figure| 9(d). While an EDC scheme protects the non-multimedia data in our QOHE®ET, a
frame drop due to a DFR mechanism degrades the video quality. Note thatRRBIgorithms can
improve this video quality by increasing the resilience level at the cost otimpressed video size
(causing the transmission costs of power and delay). However, CO-BE&Dsaves at least 49%
of power and performance for the minimal failure rate at the minimal cost & RQoup to 1.41
dB (less than 5% quality degradation) compared to all the compositions. Natthésa results
come from only one soft error at the protected cache in a PPC, and the gidchlity may degrade
significantly due to multiple frame drops resulting from multiple occurrencesfoésrors. We will
present the experimental results in those cases in Section 6.2.

Table 4: CC-PROTECTis very effective in terms of performance, power, and reliability at the
minimal QoS degradation for different video streams (nhormalized resuétadf eomposition to that
of BASE)

Video Stream | System Composition Access Time | Energy Consumption | Failure Rate | Video Quality

BASE 1 1 1 1
HW-PROTECT 0.99 1.14 0.4 E-2 1.02
AKIYO APP-PROTECT 0.87 0.89 13.2E-2 1.01
(low activity) MULTI-PROTECT 0.89 1.03 0.2 E-2 1.02
CC-PROTECT 0.27 0.34 0.1 E-2 1.02

BASE 1 1 1 1
HW-PROTECT 1 1.15 0.5E-2 1.04
FOREMAN APP-PROTECT 1.05 1.06 123 E-2 1.01
(medium activity) MULTI-PROTECT 1.04 1.19 0.3 E-2 1.03
CC-PROTECT 0.42 0.51 0.1 E-2 0.99

BASE 1 1 1 1
HW-PROTECT 0.99 1.14 0.4 E-2 1.03
COASTGUARD APP-PROTECT 1.09 1.1 13.0E-2 0.99
(high activity) MULTI-PROTECT 1.06 1.23 0.3 E-2 1.02
== CC-PROTECT 0.49 0.58 0.1 E-2 0.93

Table 4 summarizes the normalized results of each composition to those of BABEM®
of performance, power, reliability, and QoS for different video streafftgs table clearly shows
that CC-PROTECT has the least costs of power and performance foritir@al failure rate with
the minimal QoS degradation for heterogeneous video streams. The ingralssiervation that
we can make from this table is that we can even improve the video quality whileastitigsthe
performance and power costs (73% and 66%, respectively) commaBAISE for a video stream
AKIYOQO. This quality improvement (about 2%) is because: (i) a frame drop mayffect the video
quality for a video stream with low-activity such AKIYO, and (ii) less amount of execution time of
PBPAIR results in less exposure of a data cache to soft errors.dntieeQoS impact of one frame
drop for AKIYOis about 0.08% on average. On the other hand, for high activity of vitteara
such asCOASTGUARDur CC-PROTECT approach degrades the video quality by about 6% in
PSNR. But still CC-PROTECT demonstrates the best access time and eoespmption for the
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minimal failure rate. Note that all these results are evaluated under the cordfitio errors in the
network. We observed the similar results under the various network sfabusexample, at 10%
PLR, our CC-PROTECT approach reduces access time of memory serindyy 58%, while APP-
PROTECT saves it by 32% (more error rate triggers more intra-MBsjr@abggh performance in
PBPAIR algorithms), as compared to BASE.

Table 5: Experimental results demonstrate the effectiveness of CCHPRDTompared to other
compositions without cooperation in a cross-layered manner (Normalizeatt te that of BASE
compositionFOREMAN.

System Application | Policy Hardware Access Energy Failure | Video
Composition Time Consumption Rate Quiality
Base GOP NO Unprotected Cache 1 1 1 1

HW-PROTECT GOP FER PPC with ECC 1.00 1.15 0.5E-2 1.04
HW-PROTECT-2 GOP FER Protected Cache with ECQ] 1.45 1.34 1.1E-2 1.03
HW-PROTECT-3 GOP BER Protected Cache with EDQ| 32.59 29.71 40.2E-2 1.05
APP-PROTECT PBPAIR NO Unprotected Cache 1.05 1.06 12.3E-2 1.01
MULTI-PROTECT PBPAIR FER PPC with ECC 1.04 1.19 0.2E-2 1.03
MULTI-PROTECT-2 PBPAIR FER Protected Cache with ECQ] 1.41 1.32 4.0E-2 1.05
CC-PROTECT PBPAIR DFR PPC with EDC 0.42 0.51 0.1E-2 0.99
CC-PROTECT-2 GOP DFR PPC with EDC 0.63 0.74 0.7E-2 0.96

Also, we have run simulations for different compositions, and results dstnated the effec-
tiveness of our cross-layer protection approach, CC-PROTECTRROTECT compositions with
traditional error-protected caches incur high performance ovestesadummarized in Table 4. For
instance, HW-PROTECT-2 composition (GOP and a 32 KB of protecteceoaith an ECC — for-
ward error recovery) incurs 45% performance and 34% energshesds as compared to BASE
as shown in Table|5. This is because all data (multimedia data as well as abat@plare pro-
tected from soft errors with an expensive ECC scheme. Further, RGHECT-3 (GOP + BER +
EDC-based Cache) incurs 31.59 times more access time than BASE due t&balators every
execution, which indicates approximately 56 times BER. The similar number bésofs occur
at a PPC cache while most of them occur at the larger unprotected cadhenly a couple of
errors are detected at the smaller protected cache. Since most errorKiietia data itself do
not cause failures [17], we can save the performance overhegapbyireg this unequal protection
to a PPC architecture. Since the quality degradation results from soft etrdata caches, HW-
PROTECT-3 and MULTI-PROTECT-2 (PBPAIR + FER + a 32 KB of praeztcache with ECC)
compositions present the best video quality by protecting all data froneswits. Table 4 shows
that CC-PROTECT-2 (GOP + DFR + a PPC with an EDC protection) degithgdegdeo quality
by 6% (about 1.89 dB) compared to that of BASE mainly because of drgppiiname when it
meets a soft error at the protected data cache in a PPC. This quality aftignas the cost of a DFR
mechanism. However, our CC-PROTECT with PBPAIR improves the videlitgabose to that of
BASE mainly because of the error-resilience of PBPAIR. Most composifioesent a better video
quality than our CC-PROTECT while the quality degradation is up to 2.1 dB (less@% quality
degradation than the best QoS). Note that our CC-PROTECT reducasdbss time by 70%, en-
ergy consumption by 62% with higher reliability at the cost of less than 5% quidigyadation, as
compared to HW-PROTECT-2 in Table 4.
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In summary, our cross-layer, error-aware methods exploit a DFR msthavith an inexpen-
sive EDC protection to decrease the failure rate by about X0@ad an error-resilient video en-
coding technique to minimize the quality degradation by 2% while significantly sakimgccess
time by 61% and energy consumption by 52% on average over multiple videostras compared
to BASE. Also, our cooperative, cross-layer approach (CC-PROIE&chieves a better reliability
than a previously proposed PPC architecture with an ECC protection aishef@% QoS degrada-
tion while reducing the access time by 60% and the energy consumption byrb8%K@age. These
results are extremely effective.

6.2 Effectiveness of Intelligent Selective Schemes

Our CC-PROTECT outperforms all possible compositions in terms of povegfonmance, and
reliability while it degrades the video quality mainly due to frame drops whenesodts occur.
Figure 10 demonstrates that all intelligent selective schemes improve the oiddioy without
incurring performance and energy costs significantly (still mostly lower tiosts of BASE).

In Figure 10, X-axis represents selective mechanisms compared to Bfgs&Ethat they are all
running PBPAIR on a PPC architecture with an EDC scheme except foEBASIning GOP on
an unprotected cache) and No DFR/BER (running PBPAIR on a PPC wiginguirotection, i.e., a
PPC consisting of a 32 KB unprotected cache and a 2 KB unprotected)dacltomparison. And
we parameterize a policy selection based on available information in a mobile éetbsgstem
at the moment when a soft error is detected. Naive DFR always selediRaridchanism while
Naive BER selects a BER once a soft error occurs. Naive DFR sckbows the worst video
quality as shown in Figure 10(b) at the minimal costs in terms of power andrpafce as shown
in Figure 10(c) and Figure 10(d). Note that Naive DFR in Figure 10lt®&om multiple soft errors
(1.7 errors on average) on the protected data cache in a PPC, whielkdéethe video quality worse
than that of CC-PROTECT in Figure 9(d) (results from single soft esrothe protected cache in
a PPC). On the other hand, Naive BER scheme presents the better valiy tpan that of Naive
DFR while incurring the most expensive power and performance costderins of reliability,
Naive BER shows higher failure rate than that of Naive DFR as showrigiar€ 10(a). This is
mainly because Naive BER increases the execution time, causing the more tim@RE to be
exposed to soft errors. Clearly, No DFR/BER does not have a meachamigrotect a system from
soft errors, causing very high failure rate as shown in Figure 10e)e that Figure 10(b) shows
higher video quality of No DFR/BER than others. This is because we meahthgesideo quality
in PSNR when simulations a®uccessewhere No DFR/BER does not skip any frame. Random
DFR/BER provides the good video quality with inexpensive costs of poneparformance. For
SA-DFR/BER, the results have been profiled with the k&pkhe portion of ACET, from 0% to
100% in 10% increments, and SA-DFR/BER w8l 60% is compared in Figure 10 since it is the
least value of the knob to recover the video quality better than that of BAB&@ing to profiled
results. However, it is an expensive approach since it incurs highheads in terms of power
and performance while it presents a better video quality than that of N&i®Re Bor FA-DFR/BER
scheme, our preliminary experiments show that the difference in PSNRdret@asecutive frames
make the 24, 39, and 4" frame in the descending order of the importance on average. Thus, FA-
DFR/BER with 29 frame is studied to improve the video quality most and indicates that we select
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BER rather than DFR whenever a soft error occurs in encodingth&ame. In these particular
experiments, FA-DFR/BER scheme is more effective than SA-DFR/BERvsekence it has lower
costs with better QoS (failure rates are close). For QA-DFR/BER, 31.78 dBnsidered as the
QoS threshold value since it is the average video quality in case of BASEDERBER provides
lower video quality while incurring less costs than FA-DFR/BER scheme. | Témsh selective
scheme has pros and cons in terms of performance, power, reliabilitQ@ad

In summary, selective DFR/BER mechanisms allow a system to maintain the vidéyg goe
reliability with minimal costs of power and performance.

7 Discussion

One of main contributions in this paper is to exploit existing error controlreelsesuch as a DFR
and PBPAIR. By cooperating them with an inexpensive error detecti¢tmitpaee, e.g., EDC, mo-

bile devices obtain high reliability, high performance, and high energy gatithe slight cost of

QoS degradation. This extension by existing techniques introduces rwtopities that system
designers can consider for resource-constrained mobile deviaesxadraple, instead of implement-
ing an ECC scheme to protect data caches from soft errors, monitororg &ith an EDC scheme
and triggering available schemes can be very effective for battematgoemobile video encoding
systems as we demonstrated. Also, by trading off costs of power aratparice for QoS, selec-
tive DFR/BER schemes can be used adaptively to balance these multipleagdsstfurthermore,

combined approaches with several selective DFR/BER schemes carddgRpanteresting tradeoff
spaces for system designers.

In order to explore interesting design spaces, we ran intensive simulafi@osnbined selec-
tive mechanisms with SA-DFR/BER, FA-DFR/BER, and QA-DFR/BER for 4rfea of a video
sequence. A slack knol®s) for SA-DFR/BER ranges 0%, 20%, 60%, and 100% since 20% and
60% for a knob profiled interesting results. Each frame sucH'@s3?, and 4" out of 4 frames
is considered as a threshold frame for FA-DFR/BER, and thigdme is excluded sincelframe
loss degrades the QoS significantly. The quality threshold values includg23and 33 dB for
QA-DFR/BER. Thus, 36 combinations (=x4 3 x 3) were explored by our cross-layer methods,
which have never been explored with compositions without considering-awareness across lay-
ers. The interesting observation we make from these simulations is that vedfeeatively explore
the tradeoff spaces according to the purpose of designs. In fact,imednapproaches with this
small set of threshold values expand the design space to improve thenpanfe by up to 29%
further at the cost of less than 2 dB QoS degradation.

Figure 11(a) and Figure 11(b) present these 36 combinations in vidsityqrs. memory sub-
system access time and in video quality vs. energy consumption of memoyggmsrespectively.
The graphs show similar trends since high memory access time incurs higly enesumption of
memory subsystem. Each dot indicates video quality in PSNR with access timeefgyeon-
sumption) for a combined selective scheme. For example, a dot with higéréstrpance overhead
and highest quality (right-top circle) in Figure 11(a) presents a combicleehse such that BER
is selected if a soft error occurs within 100% portion of ACET &t #ame for 33 dB quality
requirement, i.e., 100% slack knob for SA-DFR/BER ftame for FA-DFR/BER, and 33 dB for
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Figure 11: Design Space Exploration

QA-DFR/BER. This combination induces the highest probability to select afaERr than a DFR,
and generates the best video quality while it incurs the highest overhetatsns of performance
and energy consumption. On the other hand, the combinations with a slaek K% shows worse
video quality and better performance (or energy consumption) since SRHBER with 0% knob of
slack drives a mechanism to select a BER once a soft error occurs, thie interesting observation
we can make from these graphs is that we can explore interesting tragac#s by choosing one
policy from BER and DFR with selective schemes according to the purdadesmns. 9 triangle
(A) dots in Figure 11(a) and Figure 11(b) indicate slack 0% combinations witfie3eht frames
and 3 different quality thresholds, and they are all of lower quality andoxeat performance (or
reduced energy consumption). In this study, FA-DFR/BER affects thignlspace most effectively
such that it trades off the performance and energy consumption foidbe guality. Figure 11(a)
and Figure 11(b) clearly show that combinations with ffame for FA-DFR/BER generates higher
overheads in terms of power and performance with better quality as espeesby circlesd) in
these graphs. In contrast, the other combinatiorofs) with 3¢ and 4" frame present lower qual-
ity but better performance (or energy reduction) than those Whtirdme as shown in Figure 11.

Also, we studied Pareto-optimal cases. Out of 36 combinations, 11 agtoRgatimal, which
are interesting design points for system designers. A combination is Ryotneal if it is no worse
than any other combinations in all dimensions, e.g., performance, enangyroption, and video
quality. This Pareto-optimal observation enables system designers tb @eles-layer methods
combined with selective DFR/BER mechanisms for their purposes.

In summary, our cross-layer methods aware of error control scherdesi@rs can guide system
designers to explore the interesting tradeoff spaces in terms of powfarmpance, reliability, and
QoS for resource-constrained mobile devices, which were not dissbby previous approaches.

Conclusion Remarks

Reliability is a paramount concern in mobile embedded systems where thecessuch as
power and performance are limited. In order to resolve the complexity cé-wéfd among multi-
dimensional properties, a cross-layer approach from the hardwgee tla the application layer
should be taken into account since traditional techniques are unableresadbe impacts of an
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approach on other properties at other layers, and are unable tahivenole system’s reliability
in a power and performance efficient way.

We present a cross-layer, error-aware method exploiting existing@ntrol schemes to mit-
igate the effects of soft errors in mobile video encoding system: (i) anraawee of a soft error
at data caches triggers a DFR mechanism for reliability, and (ii) SER is ttaddia exploit the
error-resilience of PBPAIR for QoS improvement. We demonstrate thatgpnoach with selective
schemes between DFR and BER is very effective to achieve low-codtiligliavhile maintaining
the QoS for mobile video applications. Thus, our cross-layer, errar@methods not only extend
the applicability of existing error control schemes but also open opportsitiiizd system designers
can expand their design spaces for multiple system constraints suclicasyagice, power, reliabil-
ity, and QoS. Note that our cross-layer, error-aware methods caasibig applied for any hardware
components, e.g., logic circuits, incorporated with inexpensive erroctitsteschemes rather than
error correction schemes.

Our future work includes the extended cross-layer approach comgjdend-to-end devices in
distributed real-time systems, and considering various error controimsshevith different error
models across system abstraction layers. Also, intelligent design spacithaig will be investi-
gated to efficiently guide system designers for exploiting our cross-tayemes.
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