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ABSTRACT

In this paper, we present an Algebraic Decision Diagram (ADD) based approach to determine and implicitly represent the leakage value for all input vectors of a combinational circuit. In its exact form, our technique can compute the leakage value of each input vector. To broaden the applicability of our technique, we present an approximate version of our algorithm as well. The approximation is done by limiting the total number of discriminant nodes in any ADD. Previous sleep vector computation techniques can find either the maximum or minimum sleep vector. Our technique computes the leakages for all vectors, storing them implicitly in an ADD structure. We experimentally demonstrate that these approximate techniques produce results which have reasonable errors. We also show that limiting the number of discriminants to a value between 12 and 16 is practical, allowing for good accuracy and lowered memory utilization.

Categories and Subject Descriptors: B.7.1 [Integrated Circuits]: VLSI

General Terms: Algorithms

Keywords: ADD, BDD, Leakage

1. INTRODUCTION

The total magnitude of leakage currents in a design depends strongly on the input vector applied. As a consequence, there has been much recent interest in techniques to find the input vector that results in the lowest leakage for the circuit. However, with leakage power increasing as a fraction of the total power of a design, it is no longer sufficient to simply find the input vector that minimizes circuit leakage. It is now more important to find the leakage for all input vectors (of course, the minimum leakage vector can also be found at the same time). When comparing candidate implementations of a design with the same minimum leakage values, we should prefer the design that has a leakage histogram with the largest number of input vectors contributing lower leakage values. This would not only minimize the leakage during the regular operation of the circuit, but also ease the task of finding a vector which results in minimum leakage. It was reported in [1] that the maximum leakage value of a design can be as high as 2.4× the minimum value (1.6× on average), again underscoring the importance of computing the leakage of all input vectors for implementations and choosing one with a favorable leakage histogram. This paper is the first to develop a technique that performs this function. We compute the leakage of the design for all input vectors by using an Algebraic Decision Diagram (ADD) [2, 3] based technique, allowing us to represent the leakage of a design implicitly and compactly.

The remainder of this paper is organized as follows: Section 2 discusses some previous work in this area. In Section 3 we describe our ADD based method to compute the leakage of an arbitrary mapped design. In Section 4 we present experimental results, while conclusions and future work are discussed in Section 5.

2. PREVIOUS WORK

The problem of finding the minimum leakage sleep vector for a combinational CMOS gate-level circuit has received some attention recently. In [4], the authors reported a genetic algorithm based approach to solve this problem. The authors of [5] introduce a concept called leakage observability, and based on this idea, describe a greedy approach to finding the optimal sleep vector. In [6], the authors present a greedy search based heuristic, guided by node controllabilities and functional dependencies. The work of [1] is based on an ILP formulation. It makes use of pseudo-Boolean functions which are incorporated into an optimal ILP model and a heuristic mixed integer linear programming method as well.

In [7], the authors use ADDSs to find the leakage of a channel-connected region (CCR) as a function of its inputs. The focus in [7] was on full-custom circuitry and the authors used their technique to find functional failures in CCRs due to excessive leakage (input vectors that caused leakage to go above a certain value). Exclusivity constraints were added to constrain the ADD of a CCR to legal input vectors.

In our approach, we use Algebraic Decision Diagrams (ADDs) [2, 3] to implicitly represent the leakage of a standard-cell based design for all input vectors in a single structure. We use pre-characterized data (leakage values) from the standard-cell library to construct this leakage ADD. The inherent sharing of nodes in such a structure allows us to represent the leakage of the design compactly. In order to improve the efficiency of the leakage ADD construction, we...
also bin the values of the leaf nodes to reduce the number of leaf nodes of the ADD. This reduces the number of discriminants\(^1\) (as well as the number of nodes) in the leakage ADD of the design.

3. OUR APPROACH

Our approach, based on an ADD [2, 3] computation, is able to compute the leakage for all possible input vectors in the design. This is useful in several contexts, such as

- It allows us to compute the average, minimum and maximum leakage for the design in an accurate manner.
- It allows us to construct the histogram of leakage values for a design. This can be of use when comparing two or more candidate implementations (with similar maximum leakage values) of a single circuit. The design with a leakage histogram that is skewed toward the lower leakage values would be preferred, since it would reduce power under operating situations. For example, during operation, the circuit may switch between repeatedly between a set of vectors. In this case, the implementation which has a leakage histogram skewed as mentioned above would be preferred. Figure 1 illustrates this idea. The leakage histograms of two designs (with similar maximum leakage values) is shown. The histogram to the right is preferred, since it has a large number of vectors with low leakage values.

![Leakage Histograms for two Implementations of a Design](image)

Figure 1: Leakage Histograms for two Implementations of a Design

3.1 Exact Computation of Leakages of all Vectors

Consider a combinational logic network \(H\) consisting of logic gates \(H_j\) selected from some library \(P\). We refer to the ROBDD of \(H_j\) as \(h_j\), and the leakage ADD of \(H_j\) as \(h_j\). This ADD represents the leakage value of each minterm \(m\) of \(H_j\) obtained by following the path (from the root) indicated by the literals of \(m\), until a terminal vertex is reached. The value of this vertex is the leakage of \(H_j\) under the input \(m\).

We assume that for each gate \(H_j\), we have an array called \((lkg_{array}(H_j))\) describing its leakage values for all possible values of its immediate fanins. For example, if \(H_j\) was a 2-input gate, then its leakage array would consist of 4 values, corresponding to all 4 possible input combinations for the gate. Let us assume that the 2 fanins are called \(F\) and \(G\). We assume for ease of exposition that we have these sorted in numerical order, so that the leakage value of the input combination 00 appears first, followed by that of the input values 01, and so on. Suppose that under some minterm \(m\), the ROBDDs \(f\) and \(g\) evaluate to \(f_{val}\) and \(g_{val}\) respectively. The corresponding leakage value for the gate \(H_j\) is found by indexing the \((f_{val} : g_{val})^{th}\) value of \(lkg_{array}(H_j)\). For example, if \(f_{val} = 1\) and \(g_{val} = 0\), then we index the second value of \(lkg_{array}(H_j)\) to obtain the appropriate leakage value.

Our algorithm first finds the ROBDDs of all network nodes. Next, we find the (global) leakage ADDs of each of the nodes in the network using Algorithm 1. Suppose we want to compute the leakage ADD of \(H\). Assume that it has 2 fanins \(F\) and \(G\). The leakage ADD of \(H\) is found by the subroutine \(node\_compute\_lkg\_ADD\) \((f, g, lkg_{array}(H))\). In this routine, if the ROBDDs \(f\) and \(g\) are constant \((f_{val}\) and \(g_{val}\) respectively), then the leakage value for this condition is simply found by indexing the \((f_{val} : g_{val})^{th}\) value of \(lkg_{array}(H)\) and returning an ADD node of this value. If either of \(f\) or \(g\) are non-constant, then we find the top variable among these ROBDDs, and recursively compute \(h_u\) and \(h_v\) and return \(H = ITE(v, h_u, h_v)\).

**Algorithm 1** The node\_compute\_lkg\_ADD Algorithm

\[\begin{align*}
\text{node}\_\text{compute}\_\text{lkg}\_\text{ADD}(f, g, lkg_{array}(H)) & \quad \\
& \quad // \text{terminal case below} \\
& \text{if } f_{val} = \text{is\_constant}(f) \& \& g_{val} = \text{is\_constant}(f) \text{ then} \\
& \quad H = \text{create}\_\text{ADD}(node(f_{val} : g_{val})) \\
& \quad \text{return } H \\
& \quad \text{end if} \\
& v = \text{topvar}(f, g) \\
& f_u = \text{cofactor}(f, v) \\
& f_v = \text{cofactor}(f, \overline{v}) \\
& g_u = \text{cofactor}(g, v) \\
& g_v = \text{cofactor}(g, \overline{v}) \\
& \text{return } \text{node}\_\text{compute}\_\text{lkg}\_\text{ADD}(f_u, g_u, lkg_{array}(H)) \& \text{node}\_\text{compute}\_\text{lkg}\_\text{ADD}(f_v, g_v, lkg_{array}(H)) \\
& H = \text{ITE}(v, h_u, h_v) \\
& \text{return } H
\end{align*}\]

Note that the Algorithm 1 is applicable for gates \(H_j\) with two inputs. Our technology library consisted of at most 4-input gates. As a result, we require two additional routines similar to Algorithm 1, for 3 and 4 input gates.

Note that leakage ADDs of the mapped gates of the network need not be computed in any particular order. After the leakage ADDs of each gate have been computed, we find the leakage ADD of the entire circuit (we refer to this as \(H_{\text{total}}\)), by adding each gate’s leakage ADD. The routine to add two ADDs is shown in Algorithm 2. If the circuit has \(n\) gates, then this operation requires \(n - 1\) addition operations, since we perform the addition of ADDs in a pair-wise manner.

Algorithm 2 first tests if the ADDs \(F\) and \(G\) to be added are both constants. If this is the case (call the constants \(F_{\text{val}}\) and \(G_{\text{val}}\)) it creates and returns an ADD node with value \(F_{\text{val}} + G_{\text{val}}\). If at least one of \(F\) or \(G\) are non-constant, then we find the top variable \(v\) among them. We recursively compute \(h_u = \text{add}\_\text{ADD}(F_{\text{val}}, G_{\text{val}})\) and \(h_v = \text{add}\_\text{ADD}(F_{\text{val}}, G_{\text{val}})\), and return \(H = \text{ITE}(v, h_u, h_v)\).

Once we have computed \(H_{\text{total}}\), the sum of all the leakage ADDs of the gates in the design, we can find the minimum valued leaf \(L_{\text{min}}\) (which is the minimum discriminant of \(H_{\text{total}}\)) of the final ADD. This discriminant corresponds to the lowest leakage state of the design. We find a pri-
Algorithm 2 The add_ADD Algorithm

```
add_ADD(F, G)
// terminal case below
if f_val = is_constant(F) \&\& g_val = is_constant(G) then
    H = create_ADD_node(F_val + G_val)
    return H
end if
v = top(var(F, G))
F_v = cofactor(F, v)
F_v_bar = cofactor(F, \bar{v})
G_v = cofactor(G, v)
G_v_bar = cofactor(G, \bar{v})
H_v = add_ADD(F_v, G_v)
H_bar_v = add_ADD(F_v_bar, G_v_bar)
H = ITE(v, H_v, H_bar_v)
return H
```

Algorithm 3 Finding an Input Vector with Minimum Leakage L_{\text{min}}

```
find\_minterm\_with\_min\_leakage(H_{\text{total}})
H_{\text{thresholded}} = ADD_{\text{threshold}}(H_{\text{total}}, L_{\text{min}} + \delta)
H_{\text{thresholded}} = \text{add}_BDD(H_{\text{thresholded}})
return BDD\_find\_minterm(h_{\text{thresholded}})
```

Thresholding an ADD consists of the task of converting it into an ADD with fewer discriminants. \textit{ADD}_{\text{threshold}}(H, val) makes all discriminants with values greater than or equal to \text{val} point to the 0 discriminant. All discriminants with values less than \text{val} are retained in the result.

Algorithm 3 first thresholds \(H_{\text{total}}\) with the value \(L_{\text{min}} + \delta\). The value \(\delta\) is such that there is no leakage value for the design in the closed interval \([L_{\text{min}}, L_{\text{min}} + \delta]\). In other words, there is no discriminant in the leakage ADD \(H_{\text{total}}\) in the above closed interval. Therefore, the resulting leakage ADD after thresholding \(H_{\text{thresholded}}\) consists of exactly two discriminants \((L_{\text{min}}\text{ and } 0)\). Next, \(H_{\text{thresholded}}\) is converted into a BDD, by replacing the \(L_{\text{min}}\) discriminant by the 1 discriminant. We now find a path to the 1 terminal node in this BDD, by using the well known linear-time BDD algorithm to find a single minterm.

In a similar manner, we can find the BDD for any specific leakage value (i.e. any specific discriminant of the leakage ADD). For a general leakage value \(L\) other than the maximum or minimum, we need to do the thresholding with threshold values \(L + \delta\) as well as \(L - \delta\), where \(\delta\) is such that there is no other discriminant of the leakage ADD in the interval \([L + \delta, L - \delta]\). From the resulting BDD of the result, we can use standard linear-time BDD algorithms to find the number of minterms for the discriminant of value \(L\). From this, we compute the leakage histogram for the circuit.

We utilized the CUDD [8] package for all the ADD operations in this paper. This package has routines to perform the operations described in the algorithms described in this paper.

3.2 Approximate Computation of Leakages of all Vectors

In an exact ADD representation of circuit leakage, the number of discriminants can be quite large. As a consequence, it is important to compute the circuit leakage ADDs in an approximate manner. This enables us to reduce the memory consumption and allows us to handle larger designs.

3.2.1 Binning of Leakage ADD values

Since our library consists of gates with up to 4 inputs, the maximum number of discriminants for the leakage ADDs of any gate is limited to 16. However, when we perform the \textit{add_ADD} operation on two ADDs with \(D_1\) and \(D_2\) discriminants, the resulting ADD after addition may have as many as \(D_1 \cdot D_2\) discriminants. To control the size of the resulting ADD after addition, we perform a discretization of the discriminants of the result. The discretization is driven by a user-specified constraint \(k\).

Consider the addition of two ADDs \(F\) and \(G\), using the \textit{add_ADD} routine. Let the minimum and maximum discriminant values of \(F\) (\(G\)) be \(L_{\text{min}}^F\) and \(L_{\text{max}}^F\) \((L_{\text{min}}^G\text{ and } L_{\text{max}}^G)\) respectively. As a consequence, the minimum and maximum discriminant values of the result will be \((L_{\text{min}}^F + L_{\text{min}}^G\text{ and } L_{\text{max}}^F + L_{\text{max}}^G)\) respectively. Let us refer to the interval between these two values as \(R\). Now, we discretize the interval into \(k\) values \((L_{\text{min}}^F + L_{\text{min}}^G\text{ and } L_{\text{max}}^F + L_{\text{max}}^G)\), \((L_{\text{min}}^F + L_{\text{min}}^G + \frac{2k}{k-1}, L_{\text{min}}^F + L_{\text{min}}^G + \frac{3k}{k-1}, \ldots, L_{\text{max}}^F + L_{\text{max}}^G)\).

Now, during the terminal case computation of Algorithm 2, we compute \(v = F_{\text{val}} + G_{\text{val}}\) and adjust its value to the nearest of the \(k\) discretized discriminant values described in the previous paragraph. Let us say that the adjusted value is \(v_{\text{adj}}\). Then, the value returned by Algorithm 2 in the terminal case is \(v_{\text{adj}}\).

This limits the total number of discriminants in the result of \textit{add_ADD} to \(k\), instead of \(D_1 \cdot D_2\), resulting in significantly reduced memory utilization in general. Also, the maximum error introduced by a single step of this addition is \(\frac{1}{2(k-1)}\), allowing the user to trade off the memory utilization and maximum error.

4. EXPERIMENTAL RESULTS

We applied our technique on a series of MCNC91 benchmark designs, using a 0.1μm technology library with 13 gates, with between 1 and 4 inputs. After running technology independent logic optimizations (script\_rugged in SIS [9]), we mapped these designs for area and delay (again in SIS).

Our leakage computation technique was written in SIS, and implemented using the CUDD [8] package. When we applied our approximate technique with discretized discriminants, we were able to compute leakage ADDs for larger designs.

Table 1 describes the maximum and minimum leakages (in pA) of four designs, as a function of the value of \(k\) (the number of discretized discriminants we use during ADD construction). Each design was mapped for minimum area as well as minimum delay. The row labeled "exact" represents the leakages with no discretization of leakage values (effectively \(k = \infty\)). Note that a good choice of the value of \(k\) is between 12 and 16 for most cases.

We also computed leakage ADDs and computed the associated leakage histograms for some designs. Figure 2 shows...
the histogram for one of the circuits. For this experiment, we used \( k = 20 \). We found that area-mapped designs were typically "better", with a larger number of minterms having smaller leakage values.

5. CONCLUSION

In recent times, heuristic as well as exact approaches have been developed to compute the input vector which minimizes the leakage of a circuit. In this paper, we describe an approach to compute an ADD based implicit approach to find the leakage of all vectors in a circuit. The knowledge of the leakage of a circuit over all vectors can be used in several ways, one of which is to select between competing implementations of a circuit. Our approach computes the leakage ADDs of each circuit node, and then adds these ADDs to compute the leakage ADD of the circuit in terms of its primary inputs. We also implement an approximate version of this algorithm, which discretizes the number of discriminants of an ADD to a user-specified limit \( k \). We experimentally demonstrate that these approximate techniques produce results which have reasonable errors. We also show that limiting the number of discriminant nodes to a value between 12 and 16 is practical, allowing for good accuracy and lowered memory utilization.
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