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ABSTRACT
Subthreshold circuit design is a compelling method for ultra-low
power applications. However, subthreshold designs show dramati-
cally increased sensitivity to process variations due to the exponen-
tial relationship of subthreshold drive current with Vth variation. In
this paper, we present an analysis of subthreshold energy efficiency
considering process variation, and propose methods to mitigate its
impact. We show that, unlike superthreshold circuits, random dopant
fluctuation is the dominant component of variation in subthreshold
operation. We investigate how this variability can be ameliorated
with proper circuit sizing and choice of circuit logic depth. We then
present a statistical analysis of the energy efficiency of subthreshold
circuits considering process variations. We show that the energy
optimal supply voltage increases due to process variations and study
its dependence on circuit parameters. We verify our analytical mod-
els against Monte Carlo SPICE simulations and show that they accu-
rately predict the minimum energy and energy optimal supply
voltage. Finally, we use the developed statistical energy model to
determine the optimal pipelining depth in subthreshold designs.

Categories and Subject Descriptors
B.7.1 [Types and Design Styles]: Advanced technologies
General Terms   Design, Algorithms, Reliability, Performance
Keywords max of lognormal RVs, subthreshold variability

1  Introduction
In subthreshold circuit design the supply voltage is less than the
threshold voltage, allowing for ultra low power circuit operation. A
number of successful subthreshold designs have been presented in
the literature [1][2]. Using subthreshold design, it is expected that
energy efficiency in the range of 1pJ / instruction can be achieved
[3], hence enabling low performance applications powered by
energy scavenging. In addition, wide range dynamic voltage scaling
has been proposed [4] where processors can scale from high perfor-
mance superthreshold operation to ultra low power subthreshold
operation depending on workload.

In previous work [4][5], a minimum energy voltage (Vmin) for
CMOS subthreshold operation was demonstrated. Scaling the volt-
age supply below Vmin ceases to reduce energy per operation due to
the dominance of leakage in this voltage regime, combined with the
exponential increase of circuit delay with supply voltage [4][5].
However, the proposed analyses do not account for the impact of
process variation. It is well known that subthreshold designs have
dramatically increased sensitivity to process variations since drive
current is exponentially dependent on threshold voltage [2]. We
observe that variations in gate delay can be as high as 300% from
nominal, creating a significant challenge for subthreshold circuit
design. It is therefore difficult to meet design specification predict-
ably without dramatic overdesign which wastes energy efficiency. In
this paper, we therefore analyze the impact of process variation on
subthreshold design and propose methods to mitigate its effect.

We first analyze the impact of different sources of process variations
on subthreshold circuit delay. We show that random dopant fluctua-
tions (RDF) [6] become the dominant source of variation in sub-
threshold operation, in contrast to superthreshold operation where
geometric variations (e.g., in Leff) are equally important. Due to the
independent nature of RDF variations it is possible to reduce their
impact on circuit performance through averaging. Hence, we show
how careful circuit sizing and choice of logic depth can reduce tim-
ing variability (3σ/µ) to below 30% with appropriate design choices.
We then analyze the energy efficiency of subthreshold designs while
capturing the impact of process variations. We derive statistical
expressions of circuit delay and static and dynamic power consump-
tion and propose both analytical and numerically-derived expres-
sions for the minimum energy and Vmin as a function of circuit
parameters. We show that the method in [4], which ignores process
variations, can underestimate Vmin by as much as 78mV for small
devices, corresponding to a 40% underestimation.

Using the newly developed model, we then study the dependence of
the minimum energy and Vmin on design parameters such as the cir-
cuit logic depth, the number of critical paths in the circuit and the
switching activity rate. Finally, we apply our model to a pipeline
depth study. We show that the energy optimal pipeline depth in sub-
threshold designs increases from 10 fanout-of-four inverter (FO4)
delays under nominal process conditions to 15 FO4 delays when
process variations are considered.

The rest of the paper is organized as follows. Section 2 presents key
observations in subthreshold circuit variability. In Section 3, we
derive statistical models of circuit delay and power under process
variations and use these to derive our analytical model of the mini-
mum energy and Vmin. In Section 4, we verify our analytical model
against Monte Carlo SPICE simulations and examine some trends to
provide useful insights on how to design subthreshold circuits effi-
ciently. Section 5 explores energy efficiency from the perspective of
pipelining, which includes process variation impact and latch over-
head. Finally, Section 6 concludes the paper.

2  Variability Impact on Subthreshold Circuits
It is well known that process variability impact is magnified in sub-
threshold operation due to the exponential impact of Vth and Leff on
subthreshold drive current. However, little analysis has been per-
formed to investigate the dominant components of variability in sub-
threshold circuits and other key trends. In this section we make
several key observations about subthreshold circuit robustness based
on SPICE simulations using an industrial 130nm technology. First,
we point out that random dopant fluctuations (RDF) dominate geo-
metric variations, particularly in channel length. This occurs since
the channel length variation dependency of Vth stems from drain
induced barrier lowering (DIBL), which reduces at low operating
voltages. As a result, the magnitude of Vth variation arising from
channel length uncertainty rapidly falls off as Vdd reduces. However,
since on current (Ion) at low voltages becomes more sensitive to Vth
fluctuations (exponentially dependent in subthreshold), the net result
is that Ion variation due to DIBL remains roughly constant or slightly
increases. On the other hand, the uncertainty in Vth due to RDF is
independent of Vdd and solely a function of channel area [7]. There-
fore, Ion variation resulting from RDF becomes the dominant com-
ponent as Vdd nears Vth as shown in Figure 1.
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We also observe that Ion variation due to RDF continues to increase
even in the subthreshold region as seen in Figure 1. As EQ1 [8][10]
shows, given a fixed amount of RDF Vth variation we expect a con-
stant amount of Ion variation in the subthreshold region regardless of
Vdd. In practice, however Ion uncertainty grows since subthreshold
swing (SS) improves in the subthreshold region as Vdd reduces.

, , (EQ 1)

Considering that RDF dominates uncertainty in subthreshold cir-
cuits, we can address variability in this case through device sizing
which reduces RDF. Furthermore, larger logic depths can serve to
average out timing variations since stage delays are effectively inde-
pendent. Figure 2 shows the 3σ/µ delay variation of an inverter chain
versus the number of inverters (n) and inverter size (W) with Monte
Carlo SPICE simulations. Interconnect loading for each stage is
modeled by a lumped capacitance (50fF). As W or n increases, the
relative variation becomes smaller, as expected. Figure 2 shows that
by using sufficient logic depth and transistor sizing variability can be
reduced to as little as 30%. In addition to selecting an appropriate
logic depth, latch-based design (opposed to edge-triggered flip-
flops) can enable time borrowing which gives more room to average
out RDF variations, effectively increasing n. The impact of logic
depth is further investigated in Section 5 which studies the optimal
pipeline depth for energy efficiency in subthreshold circuits.

3  Subthreshold Statistical Analysis
In order to estimate the energy consumption under process variation,
we need to statistically model both delay and power. In order to
make the problem tractable, we choose to set up our target circuit
with p identical inverter chains, each composed of n inverters. How-
ever, the analysis can be extended to more general gates as well. Vth
typically follows a normal distribution; from EQ1 subthreshold on-
current and propagation delay therefore exhibit lognormal distribu-
tions. Section 3.1 focuses on statistical subthreshold delay modeling.
We first estimate the sum of lognormal gate delays to obtain the path
delay (Section 3.1.1) and then find the circuit delay by taking the
maximum of path delays (Section 3.1.2). This section also includes
our mathematical formulation of the greatest of lognormal random
variables (RVs). Section 3.2 details the power/energy and Vmin anal-
ysis under process variation based on delay models in Section 3.1.

3.1  Subthreshold Propagation Delay Analysis

3.1.1  Subthreshold Delay Formulation

Let tdi be the delay of the ith (i=1,2,...p) path. In this case, the final
circuit delay tdm can be expressed as

(EQ 2)

Using tinv,j as the jth gate delay in a certain path, tdi can be further
written as

(EQ 3)

where η is the delay factor arising from a non-step actual input [4],
and CS is the switching load capacitance of each gate. Subthreshold
current can be expressed as [8]

(EQ 4)

Let Is0 be (EQ 5)

then the on and off current can be rewritten as

, (EQ 6)
Vth has a normal distribution, hence Ion,j has a lognormal distribu-
tion. Here we consider Is0 as deterministic assuming that Leff varia-
tion in the denominator can be expressed in Vth. Substituting Ion into
EQ3, we obtain

(EQ 7)

We can see that tdi is the sum of several lognormally distributed RVs.
From [9], the sum of several lognormal RVs can be approximated by
another lognormal RV. We choose to match the first and second
moment of the LHS and RHS in EQ7 as suggested in [9]. After some
derivation, we arrive at

(EQ 8)

(EQ 9)

where .

This derivation finds the corresponding normal RVs (ln tdi) mean
and standard deviation instead of µ(tdi) and σ(tdi). We will need this
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Figure 1. 3σ/µ of Ion due to different variation sources over a wide range

of Vdd, showing the dominance of RDF in subthreshold operation.
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Figure 2. 3σ/µ of delay for an inverter chain with logic depth (n)
and device sizing (W)
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information to find the max of tdi. In the next section we describe a
method to estimate the mean and standard deviation of tdm from tdi.

3.1.2  Greatest of tdi using lognormal RVs

We now seek the mean and standard deviation of the greatest of p
lognormal RVs. Introducing notation, suppose u has a normal distri-
bution with mean and standard deviation of µ0 and σ0. Then
X=exp(u) has a lognormal distribution. The mean and standard devi-
ation of X are [10]

, (EQ 10)
We can easily solve for µ0 and σ0 from the above equation:

(EQ 11)

Let XZ be the max of XA and XB

(EQ 12)
where XA and XB have lognormal distributions

, (EQ 13)
Let µA and µB be the mean of uA and uB, σA and σB be the standard
deviation of uA and uB. Then the pdf’s of XA and XB are [10]

, .

The probability that XZ is smaller than x is

(EQ 14)

Since we are primarily concerned with delay variation due to RDF,
we can assume that XA and XB are independent RVs, and the pdf of
XZ is

(EQ 15)

Using µz,k’ to denote the kth raw moment [10] of XZ, we can finally
obtain the following expression for µz,k’ after some derivation [see
Appendix A]:

(EQ 16)

where , , .

From the raw moments, the µ and σ of XZ are given by

, (EQ 17)
There are usually many more than two critical paths in a well-
designed circuit, thus we need to be able to estimate the max of an
arbitrary number of lognormal RVs. One method is to apply the
above approach iteratively.

(EQ 18)

This approach is based on the assumption that the max of two log-
normal RVs is another lognormal; we will show the error of this
approach later in this section. To summarize, the detailed steps in
computing XM are listed in ALGORITHM 1.

We find that the error incurred by the assumptions taken is very
small for the random variables that we are concerned with. We show
in Figure 3 that our proposed iterative method provides good accu-
racy over a wide range of p.

In the special case of identical paths, the greatest of p identical log-
normal RVs as in our case can be approximated with a closed-form
expression:

(EQ 19)

If uM, the greatest of normal RVs, can be estimated with a normal
RV, we can assume XM has a lognormal distribution and find its µ
and σ from EQ10. It then follows that we need to find µ and σ of uM.
Based on the expression of the maximum of two normal RVs [11],
we can derive the maximum of p identical normal RVs for uM as (see
Appendix B):

, (EQ 20)

where , . (EQ 21)
In EQ20, r’ is replaced by r in the original derivation. However this
does not serve as a good approximation and r’ is found via curve fit-
ting to provide better accuracy. With µuM, σuM, and EQ10, we can
find µ and σ expressions for XM.

We plot the relative error in standard deviation using the iterative
MAX_OF_LOGNORMAL and analytical methods in Figure 3 for a
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value of σ0 corresponding to minimum sized devices. Both methods
provide sufficient accuracy in calculating standard deviation. For the
error in computing the mean of XM, the analytical approach typically
yields errors on the order of 3-5% for the cases studied. The iterative
method is superior in this respect, with error less than 1% (note that
curve fitting of r in the µ term of EQ20 could be used to further
improve the accuracy of the analytical approach). Since the mean is
usually much larger than the standard deviation for XM with large p,
the iterative approach is preferable and is used in the remainder of
the paper. Furthermore, while the analytical approach is only appli-
cable to the greatest of p identical paths, the iterative approach is
general. The analytical approach yields the same trends as those
described below and thus provides a simple and efficient way to shed
insight on the impact of variability on subthreshold circuits.

Combining the above analysis with Section 3.1.1, we can obtain µ
and σ for tdm. With µ and σ of tdm in hand we can find the operating
speed based on worst-case delay which is typical practice in ASIC
designs. The worst delay tdly is

(EQ 22)
where conf is the confidence σ value. We use conf=3 in this paper
unless otherwise specified.

3.2  Statistical Energy and Vmin Modeling

Total energy consumption during signal propagation is the sum of
active and leakage energy. In our energy modeling, we treat the
switching energy deterministically. This is reasonable since switch-
ing energy has only linear dependencies and therefore smaller varia-
tion compared to leakage energy. Again, we consider worst case
leakage energy across all chips as the leakage energy. This is done
by taking the µ+conf∗σ  of leakage power and tdly.

Total leakage current Ileak,total can be expressed as

(EQ 23)

where N=n*p is the total number of gates in the circuit. Then the
worst case leakage current is:

(EQ 24)

The worst case total energy across many dies is

(EQ 25)

where α is the activity rate. The energy expression without consider-
ing variation is [4]

(EQ 26)

where td,nom is the nominal delay of the inverter chain with n invert-
ers and Ileak0 is the leakage current per gate. Comparing EQ25 and
EQ26, the only difference lies in Ileak,M and tdly. Therefore, we
introduce a statistical adjustment factor Astat to consider both statisti-
cal terms:

(EQ 27)

Since subthreshold swing is a function of Vdd (a quadratic function
serves as a good estimation), the closed-form expression for nominal
Vmin,nom in [4] is no longer accurate. We empirically find the follow-
ing equation to be a good approximation for Vmin,nom with η=2.7.

(EQ 28)

Multiplying n by Astat, we find Vmin,stat under process variation.
Using the analytical expression for tdly from Section 3.1, Astat can
be written as:

(EQ 29)

where r and r’ are the same as in EQ21, .

We now clarify the modeling of Vth variation in EQ30. We model the
total Vth variance as the sum of RDF and Leff components. We
neglect spatial correlation in σVth,Leff since the σVth,RDF component
dominates in this application space, making the error incurred by
ignoring spatial correlations small. σVth,Leff is modeled as the sum of
intra-die and inter-die variation. The RDF component is proportional
to the inverse of the square root of channel area [7]. Since NMOS
and PMOS are sized differently, we take the average kVth of NMOS
and PMOS with results showing good accuracy compared to SPICE.

(EQ 30)

4  Model Verification and Discussion
We simulate the circuit configuration of Section 3 (p identical paths
of n inverters) in SPICE using an industrial 130nm technology with
nominal Vth of ~350mV. Simulated and modeled results are seen in
Figure 4 showing good fit. Inverters use 0.4µm wide NMOS with
beta ratio of 1.4. Figure 4 shows that ignoring process variations
underestimates Vmin. In particular, deterministic analysis does not
predict a Vmin (or Vmin=0) for n<15 and α=1. ∆Vmin (the difference
between Vmin in deterministic and statistical models) shrinks with
increasing logic depth. This follows from larger logic depths enhanc-
ing averaging, reducing the spread in timing and leakage energy.

After confirming the accuracy of our model, we apply it to determine
the dependency of Vmin on critical path count p. Results are shown in
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Figure 5 and Figure 6. Figure 5 shows that Vmin first reduces and
then rises slightly as critical path count increases. The reason for this
is shown in Figure 6, which shows the worst case delay tdly and
average worst case leakage per gate (IleakM/N) versus critical path
count. Note that tdly increases with more critical paths while average
leakage becomes smaller. When p is not large, the reduction in aver-
age leakage dominates the increase in tdly and Vmin decreases. How-
ever, when p becomes large the average leakage stabilizes while tdly
continues to increase, yielding a small rise in Vmin.

Figure 7 shows the statistical and nominal Vmin with activity rate α.
When α is high, the nominal Vmin model predicts a Vmin of zero.
However, the new statistical model confirms that Vmin exists. We
also show that the Vmin converges towards the nominal case when
sizes increase. As shown, 1µm (Wnmos) inverters show smaller Vmin
since it has less variation from RDF. All three curves follow the
same Vmin trend as α decreases. This is due to the fact that α has no
interaction with process variation and thus affects Vmin in the same
manner for both nominal and statistical cases.

With our statistical delay model for tdm, some important results can
be derived. Figure 8 shows the constant 3σ/µ delay contours in the
logic depth and device size for a circuit block with 10 critical paths.
Points farther from the origin exhibit less variation, whether due to
device upsizing or increased logic depth. For the same amount of rel-
ative timing variability, we can compensate for small sizes with
larger logic depth and vice versa. Notice that as the target 3σ/µ
becomes smaller (<20%), it becomes difficult to achieve with rea-
sonable sizes or logic depth. However, in Figure 8 the total number
of paths is 10. With a larger number of critical paths, 3σ/µ naturally
reduces as the tail of tdm shrinks.

5  Optimal Pipeline Depth Investigation
Reference [4] showed that energy efficiency improves with increas-
ing switching activity (α) since devices are then performing useful
work and not simply contributing to leakage energy. This suggests

that a subthreshold design should be aggressively pipelined to raise
α and improve energy efficiency. As with any design optimization,
increasing the number of pipeline stages will reach its limits. In par-
ticular, latch energy overhead will eventually overtake the advantage
offered by high activity rates.

The situation is further complicated when considering variability. As
shown in Figure 4, Vmin increases significantly when variation is
included, but ∆Vmin in Figure 4, and subsequently the change in
energy, decreases as the logic depth increases. Designing longer
paths therefore clearly reduces the effects of individual gate varia-
tions on total path delay and energy and we can limit delay and
energy variation by increasing logic depth.

In light of process variation, a tradeoff exists between raising α
through aggressive pipelining and reducing variation by increasing
logic depth. In order to quantify this tradeoff, we examine a simple
circuit consisting of 120 inverters with an FO4 load at each node,
partitioned into a variable number of pipeline stages. As in Section
4, we use NMOS width of 0.4µm with a beta ratio of 1.4.

For each pipeline depth studied, we seek to minimize the energy
consumed per operation. This is fundamentally different than typical
superthreshold pipeline studies [12][13] since throughput is not a
primary concern in subthreshold circuits. To find the minimum
energy at each pipeline depth, we simulate one pipeline stage across
a range of voltages. For each voltage, we find the smallest clock
period that guarantees operation for the given pipeline stage and then
simulate a single switching event during that clock period. The
energy consumed during this switching operation is then multiplied
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by the number of pipeline stages to yield total pipeline energy. We
perform this simulation with and without variation considered (both
RDF and geometric variations). To account for variation, we perform
a Monte Carlo analysis with 1000 iterations for each clock period
and energy calculation, and find the minimum µ+3∗σ  value.

Figure 9 shows both minimum energy per operation (Emin), and the
corresponding supply voltage (Vmin), as a function of logic depth.
We observe a large increase in Emin as a result of variation. Figure 9
highlights the fact that this energy penalty can be minimized by care-
ful sizing of logic chains. For the nominal case, the energy minimum
occurs at a logic depth of 10 inverters. The minimum when consider-
ing variation is noticeably shifted toward larger logic depths;
approximately 15 inverters. Selection of Vdd is also critical to mini-
mizing the effects of variation. Vmin increases by roughly 60 mV
across the range of logic depths presented in Figure 9 when variation
is included. We begin to see that by designing longer logic paths and
increasing supply voltage, the effects of variation can be minimized.

Now consider energy consumption when a circuit is designed with-
out considering variation. For example, if a logic path is designed
with 10 inverters per pipeline stage and a supply voltage of 130 mV,
as suggested by the nominal results in Figure 9, a designer will
expect the circuit to consume 15 fJ per operation. Monte Carlo
SPICE simulations show that process variation causes the worst-case
energy to be 31.8 fJ. If the circuit is instead designed with 15 invert-
ers per pipeline stage and a supply voltage of 210 mV (conditions
leading to minimal energy when variation is included), the worst-
case energy consumption is 24.2 fJ, a 24% reduction in maximum
energy per operation. This comparison is summarized in Table 1.

6  Conclusions
This paper considers the impact of process variation on subthreshold
circuits. We first make several observations about the nature of varia-
tion in subthreshold operation and how it fundamentally differs from
superthreshold operation. We then derive statistical models of sub-
threshold circuit delay, power and energy efficiency and verify these
using SPICE. With a new statistical model for the minimum energy
point Vmin, we show that a previous nominal model underestimates
Vmin by up to 78mV for small devices. Based on the observation that
random dopant fluctuations dominate variability in subthreshold cir-
cuits, we suggest design strategies to maintain reasonable variability
levels, e.g., <30%. Finally, we explore the role of pipelining in the
energy efficiency of subthreshold circuits. We observe a 24% energy
reduction when properly considering process variation during
microarchitectural planning.
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Appendix
A. Derivation of greatest of two independent lognormal RVs
In this section, we derive the maximum of two lognormal RVs, similar to
[11] where the greatest of normal RVs is derived. By definition [10],

, where

(EQ 31)

where H2 is H1 with A and B interchanged. Since H1 and H2 are symmet-
ric, we compute H1 and then derive H2 from H1. Let

, (EQ 32)

(EQ 33)

If we treat H1 as a function of µB, the differential of H1 w.r.t µB is

. (EQ 34)

We can then find H1(µB) by

with .

After some manipulation, we obtain

(EQ 35)

We can obtain H2 by interchanging A and B and arrive at EQ16.

B. Analytical expression of greatest of p identical normal RVs
Clark [11] shows how to estimate the maximum of normal variables. The
mean and standard deviation of y=max(u1, u2) are

, (EQ 36)

where µ0 and σ0 are the mean and standard deviation of u1 and u2. This

implies that if p=2r, we can group the RVs into pairs, then find the µ and
σ of every two RVs with EQ36 to obtain 2r-1 RVs, denoted as level 1
RVs. Similarly we can continue this process and get level j RVs with

, (EQ 37)

where . With this iterative approach, we can find the final
analytical expression of µr and σr in EQ20. Note that EQ20 is derived
under the assumption that p is a power of 2; it can be extended for any p.

Table 1. Energy efficiency of different design strategies (n: logic depth)

Design Strategy Vmin n
Energy/Op

(w/o variation)
Energy/Op

(w/variation)

Nominal 130mV 10 15.0 fJ 31.8 fJ

Variability-aware 210mV 15 - 24.2 fJ

µz k, ' x
k

f Z x( ) xd
∞–

∞∫ H 1 H 2+= =

H 1 x
k 1

2πxσA

---------------------e

xln µA–( )2

2σA
2

-----------------------------–

x
1

2πvσB

---------------------e

vln µB–( )2

2σB
2

----------------------------–

vd
0
x∫d

0

∞

∫=

t xln= u vln µB–( ) σB⁄=

H 1 µA( ) e
kt 1

2πσA

------------------e

t µA–( )2

2σA
2

----------------------–

1

2π
----------e

u
2

2
-----–

ud
∞–

t µB–

σB
--------------

 
 
 

∫
 
 
 
 
 
 

td

∞–

∞

∫=

G µB( )
d H 1

dµB
----------- e

kt 1

2πσA

------------------e

t µA–( )2

2σA
2

----------------------–

1

2πσB

------------------e

t µB–( )2

2σB
2

----------------------–

td

∞–

∞

∫–= =

H 1 µB( ) G µB( ) µBd∫= H 1 µB ∞→( ) 0=

H 1 e
k µA⋅ 1

2
--- k

2 σA
2⋅ ⋅+

Φ
µA µB– k σA

2⋅+

σA
2 σB

2
+

---------------------------------------
 
 
 
 

=

µy µ0
1

π
------- σ0⋅+= σy σ0 1 1

π
---–⋅=

µ j µ j 1–
1

π
------- σ j 1–⋅+= σ j σ j 1– 1 1

π
---–⋅=

j 1 2 …r, ,=
25


	Main Page
	ISLPED'05
	Front Matter
	Table of Contents
	Author Index




