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Abstract

Multimedia applications for mobile devices, such as

video/audio streaming, process streams of incoming data

in a regular, predictable way. Content-aware optimiza-

tions through annotations allow us to highly improve the

power savings at the various levels of abstraction: hard-

ware/OS, network, application. However, in a typical sys-

tem there is a continuous interaction between the compo-

nents of the system at all levels, which requires a careful

analysis of the combined effect of the aforementioned tech-

niques. We investigate such an interaction and we describe

metrics for estimating the effect various trade-off have on

power and quality. By applying our metrics at the vari-

ous abstraction levels we show how better energy savings

can be achieved with lower quality degradations, through

power-quality trade-offs and cross-layer interaction.

1. Introduction

Rapid advances in processor technology and the adop-

tion of wireless communication have caused a shift in the

computing industry towards mobile handheld devices like

handhelds, PDAs and cellphones. At the same time, we find

that these devices are increasingly being used in multime-

dia applications, common examples being on-demand con-

tent delivery (movie streaming) over the network and video

conferencing. The main drawback of these technologies is

the limited battery life associated with wireless enabled mo-

bile devices.

Battery technology does not match the afore mentioned

advances, remaining a limiting factor of operating life in

portable devices. The main power consuming components

of a handheld device are the CPU, the display and the net-

work interface, each consuming around one third of the

overall power.

In previous publications we have outlined techniques for
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the application of annotations at various levels of abstrac-

tion: hardware/OS [4], network [2], application [3]. How-

ever, in a typical system there is a continuous interaction

between the components of the system at all levels, which

requires a careful analysis of the combined effect of the

aforementioned techniques. In this paper, we try to analyze

the effect of combining techniques at different levels of ab-

straction, for different components of the system. We look

at this problem with both no quality trade-offs and in the

presence of power-quality trade-offs for even higher sav-

ings, with minimal quality degradation.

The paper is organized as follows: we start by integrating

the power savings techniques at all levels and discuss the

overall system savings. Then, we describe the metrics used

for estimating the effect various trade-off have on power

and quality. We apply the metrics at some of the abstraction

levels and show how a better quality-power balance can be

achieved through cross-layer interaction.

2. Data annotation

This section briefly discusses the concept of annotations.

Data annotation analyzes the content of a data stream and

annotates the collected information to the stream itself. An-

notations typically capture patterns or trends in the data

stream that are difficult/impossible or too time-consuming

to gather at run-time on the mobile device and that can be

later exploited for either power or performance benefits.

The advantage of annotating the data off-line is two-fold.

First, there is no overhead for doing all the work at runtime,

by the client device. Second, because the information is

known in advance, more optimizations are possible (for ex-

ample the network optimizations).

3. System architecture

The system model assumed is depicted in Figure 1. It

includes a multimedia server, users with low-power wire-

less devices and other network equipment along the way.

The multimedia servers store media content and stream it to

clients upon requests issued by the users.
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Figure 1. System framework

The communication between the client device and the

servers can be routed through an optional proxy server – a

high-end machine that has the ability to process the video

stream in real-time.

Annotations can be generated and added to the video

stream at either the server side or the proxy node, therefore

saving the client of any additional work.

4. Annotation Integration

The effect of applying individual annotation techniques

at each abstraction level can be better understood in the

scope of the whole system. Each component of the sys-

tem (e.g. CPU/memory, network card, LCD display) may

be optimized for power through annotations, but the overall

effect can only be estimated by integrating all the optimiza-

tions.

The techniques we applied at the hardware, network and

application levels are practically independent in our case.

Each technique only affects one component in the system

and the stream is not changed in any significant way. To

evaluate the system level contribution of annotations we ap-

ply the three techniques presented in previous publications:

• hardware: annotation-based frame decoding, for

CPU/memory power optimization [4]

• network: burst-transmission based on annotations [2]

• application: backlight scaling for display power re-

duction [3]

In our evaluation, we only allow minimal quality degra-

dation for the backlight scaling and a loss-less application

for the other two techniques.

Because the techniques are practically independent, sav-

ings at one level do not affect savings at other levels, in

other words savings are additive. If that was not the case,

we would have to take into account the interaction between

the application of techniques that interfere between them-

selves.

In order to measure the system level savings, we chose

a number of video clips from the multimedia community,

ranging from very still to very dynamic. For the PDA sim-

ulated, we assume the following power distribution (Fig-

ure 2): CPU 27.2%, network card 37.7%, display 26.9%
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Figure 2. Power distribution for a typical PDA

and other components 8.3%. The power numbers corre-

spond to an iPaq 5555 PDA.
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Figure 3. Total power savings results (CIF
videos)

The results show an average of 37% power savings for

the entire system for the video clips selected (Figure 3).

What we can observe from the graph is that network power

savings tend to be constant, due to the similar bitrate en-

coding of the videos. Backlight contribution is smaller for

videos with bright backgrounds (foreman, hall, container)

and larger for darker video clips (mother, akiyo). CPU

contributions is less in the case of video with more ac-

tion (coastguard, hall) and more for the predominantly static

videos (paris, silent).

The conclusion we can draw from analyzing these videos

is that the amounts and relative contribution of each com-

ponent of the system to the total power savings can vary

immensely, being influenced by the factors that affect the

application of our techniques (e.g. amount of highlights,

motion, bitrate). To achieve better savings, we should tar-

get each video individually and apply the relevant power

savings for it.

5. Power-Quality Tradeoffs

When compared with general purpose applications, mul-

timedia applications have special advantages. The compres-

sion used in video and audio stream is typically lossy, which

means that some quality degradation occurs even from the

compression step. Moreover, multimedia has soft real-time
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requirements. This means that frames or part of a frame can

be lost without important consequences.

The lossy compression and soft real-time requirements

of multimedia applications allow specific quality of service

trade-offs, which are not available for general purpose ap-

plications. When trading-off quality for power, energy sav-

ings can be substantial with minimal quality loss, if the

trade-off is done with knowledge of the characteristics of

the video stream.

The challenge is finding a good objective quality assess-

ment metric, which is able to predict (estimate) the qual-

ity degradation for the various power saving techniques that

can be combined with quality loss.

5.1. Quality Assessment

Since at the end of the transmission flow are the users

(humans), the goal of any quality assessment metric is to de-

velop quantitative metrics that can automatically predict as

accurately as possible the perceived image quality. Humans

are subjective by nature, therefore most of these metrics are

evaluated against a mean opinion score (MOS), which is

computed by averaging answers from a large number of ob-

servers.

Traditionally, there are a few metrics very popular for

image processing: MSE and PSNR. Assuming xi and yi are

the luminance of pixels belonging to two different images

and N is the total number of pixels in each image, the mean

squared error (MSE) is defined as:

MSE =
1

N

N∑

i=1

(xi − yi)
2

Often, a logarithm scale is used to better account for the

human perception and the metric used is the peak signal-to-

noise ration (PSNR):

PSNR = 10log10

L2

MSE

L is the dynamic range of pixel intensities (for example,

255 for 8-bit gray-scale images).

However, both these metrics compare the images at a

pixel-level, without taking account of any positional infor-

mation in the image or the characteristics of the human eye,

which tends to average pixels instead of seeing each pixel

separately. Therefore, both MSE and PSNR have a poor

correlation to the perceived image quality.

There are a number of alternatives to MSE and PSNR.

Wang et al present in [6] a new metric called Structural

SIMilarity (SSIM) Image Quality Index:

SSIM(x, y) =
(2µxµy + C1)(2σxy + C2)

(µ2
x + µ2

y + C1)(σ2
x + σ2

y + C2)

where

µx =
1

N

N∑

i=1

xi, µy =
1

N

N∑

i=1

yi,

σ2

x =
1

N − 1

N∑

i=1

(xi − x̄)2, σ2

y =
1

N − 1

N∑

i=1

(yi − ȳ)2,

σxy =
1

N − 1

N∑

i=1

(xi − x̄)(yi − ȳ)

xi and yi are pixel values, while N is the total number

of pixels.

The quality index for the entire image, mean SSIM, is

computed through averaging:

MSSIM(X,Y ) =
1

M

M∑

j=1

SSIM(xj , yj)

This metric is shown to provide very good correlation

with a human generated mean opinion score (MOS). In sub-

sequent experiments, we will use this image quality metric

(MSSIM, or shortly, SSIM) for quality assessment.

5.2. Quality Assessment for Videos

At the lowest level, videos are just a sequence of images

(frames), therefore we are estimating the quality degrada-

tion by applying the SSIM metric to each individual frame

and averaging the result. We show below what this means

for different techniques:

• backlight scaling: in this case, frame compensation

will produce saturated (clipped) pixels in frames, so by

computing the SSIM index between the original and

compensated frame we are accounting for the image

degradation. The more clipped pixels, the lower the

quality of the video clip. The quality index for the en-

tire stream is estimated by averaging the quality index

of each individual frame in the clip.

• frame decoding: this technique is more challenging,

because it works in the temporal domain (B frame

dropping). However, we can still estimate the qual-

ity of the video using SSIM in a simple way: when

frame are lost, usually video players display the previ-

ous frame. For example, if the initial frame sequence

was ABCD and frame C was lost, the sequence dis-

played would be ABBD, therefore the degradation is

given by the difference between B and C. This way,

we are also accounting for the jerkiness in the video,

caused by frame loss: if the video was mostly static,

the difference between B and C was minimal and the

lost frame was barely visible; on the other hand, if the

difference between B and C is high, the SSIM differ-

ence would be larger to account for the jerky motion

in the video. The quality index for the entire video is

computed as before, through averaging.
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5.3. Quality Composition

In the previous sections we explained how to estimate the

quality degradation (or quality index) for the application of

a single degrading technique, applied on one component of

the system. The problem becomes more difficult in the pres-

ence of multiple techniques, each applied to one abstraction

level and each degrading the quality of the stream in a dif-

ferent way, for power savings. In the most general case,

there may be cross-interference between these techniques,

and therefore the overall quality degradation may become

hard to compute.
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Figure 4. Power savings variation with quality

In the simplest case, when the techniques are indepen-

dent and applied on different components of the system,

overall quality degradation and power savings are easier to

estimate. Let us assume a system where two power opti-

mization techniques A and B are applied on a stream of

multimedia content of initial quality qi. The quality of the

stream after applying both techniques on the stream is the

output quality of the system qo. Now, if we denote by

SA(qa) and SB(qb) the functions describing the variation

of power savings with quality index (as in Figure 4), then

the system can be represented as in Figure 5.

Input

Stream

Output

Stream

q i q o

SA(q a) SB(q b)

A B

Figure 5. Quality and power composition for

multiple techniques

Similar to the factors in the product computing the SSIM

metric (each measuring one type of degradation), the qual-

ity degradations are applied here one after the other, “on the

same stream”, so their effect is multiplicative (each con-

tributes as a factor in the final quality). In other words the

overall quality degradation is:

Q = qa ∗ qb, qo = qi ∗ Q

where all q factors represent values of the SSIM index

for the corresponding technique and 0 <= q <= 1.

On the other hand, the power savings apply to different

parts of the system (CPU, network, display), so their effect

is additive. The total power savings can be computed with

the formula:

S = SA(qa) + SB(qb)

where SA and SB are contributions of A and B to total

power savings for the entire system.

In a more general case with n different techniques ap-

plied on different parts of the system:

Q = q1 ∗ q2 ∗ · · · ∗ qn

S = S1(q1) + S2(q2) + · · · + Sn(qn)

5.4. Cross-layer Trade-off Analysis

The problem of finding the best combination of power-

quality trade-offs becomes an optimization problem. For

example, in the case of the previous two techniques A and

B, the problem becomes maximizing power savings savings

S = SA(qa)+SB(qb), while maintaining the quality of the

stream Q = qa ∗ qb high (low degradation happens when q

is as close as possible to 1).

However, in real world user may prefer some types of

degradation to others (e.g. dropping frames as opposed to

degrading image content). In that case, we can give weights

for the importance of each quality degradation factor to the

overall product. The formula for the total quality degrada-

tion becomes:

Q = qα
a ∗ q

β
b ,

where α and β specify the relative importance of the

techniques A and B, as specified by the user. If all tech-

niques have equal importance, α = β = 1.

By introducing the relative importance for each tech-

nique, our general formulas become:

Q = q
p1

1
∗ q

p2

2
∗ · · · ∗ qpn

n

S = S1(q1) + S2(q2) + · · · + Sn(qn)

where p1, p2, . . . , pn represent the relative importance of

the corresponding technique.

6. Experimental Results for Power-Quality

Trade-off

In this section we are applying the power-quality trade-

off theory to real-world situations. First, we are evaluating

the trade-offs between power and quality for a single com-

ponent. Then, we are combining more components of the

system and show how a cross-layer interaction (trade-off)

could yield higher savings, with lower quality degradation.

6.1. Results for Single Layer

Our first experiment involves the LCD display backlight

scaling and its power-quality trade-off. We evaluated a

number of video clips from multimedia community, esti-

mating the quality index and power savings for various lev-

els of pixel loss (see [3]). The results are presented in Fig-

ure 6.
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Figure 6. Power-quality trade-off for the LCD

We observe a large variation between the different clips.

For video clips with bright backgrounds (’hal’, ’container’,

’foreman’), the power savings quickly saturate as we de-

crease the quality, and then only slightly increase. For

darker videos on the other hand (’akiyo’, ’mother’) the sav-

ings are substantial (up to 35%) as we decrease the quality

to 0.99, after which the savings increase slightly slower. In

conclusion, the most beneficial region of the graph is the ini-

tial part when the savings grow almost linearly, when qual-

ity index is very high (close to 1). This is the region of

the graph that yields the best power-quality trade-offs and

should be selected in a real world implementation.
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Figure 7. Power-quality trade-off for the pro-
cessor

The second experiment was performed for our

annotation-based DVS for frame decoding (see [4]).

To allow quality vs power trade-offs, we allow dropping a

percentage of the B frames. We choose to drop the B type

frames, because they are not required to decode any other

frames (unlike the I and P frames). We experimented with

dropping between 0 and 100% (all) B frames. The quality

degradation is computed using SSIM, as mentioned before.

The computed graph is presented in Figure 7.

In contrast with the previous backlight scaling graph,

here the savings start at a high value even for no quality

loss. This is dues to the DVS algorithm , which is able to

save power through a better estimation of frame decoding

time. Video clips with a lot of motion (’foreman’, ’mobile’,

’coastguard’), tend to rapidly degrade the quality as we drop

more B frames, with only a slight increase in savings. On

the other hand, for mostly static clips (’paris’, silent’, ’con-

tainer’, ’akiyo’), the quality degradation is minimal even

with all B frames missing and the power savings increase

more rapidly with the degradation. Again, the most benefi-

cial region is the one near very high quality (close to 1).

6.2. Results for Cross-layer

As we could see from previous section, for some video

clips the power savings are minimal unless the quality of

the video degrades considerably. This is a limitation due

to the fact that we are performing the trade-off at a single

level and do not take advantage of any possible cross-layer

trade-offs.

If we investigate two or more levels at the same time, we

can better balance the power and quality loss, depending

on the variation between them for each level (as shown in

previous chapter).

An example scenario is given below for the video clip

’coastguard’. As observed before, this clip contains a lot of

motion and has smaller DVS power savings. If we draw the

power-quality graphs for both backlight scaling and frame

decoding, we can observe how each power-quality function

varies with the amount of quality lost (Figure 8).

Figure 8. Cross-layer trade-off for ’coast-

guard’

From our previous discussion, the quality and savings

for a combination of two independent techniques can be es-

timated using the following formulas:

Q = qa ∗ qb

S = SA(qa) + SB(qb)

where A is the backlight scaling technique and B is DVS

for frame decoding.
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In our scenario, let us assume we are trying to find a

good power quality trade-off that would degrade the image

quality by Q = 0.95. These are two possible ways to reach

the required overall quality:

• allow degradation from backlight scaling only: qa =
0.95, qb = 1. As a result, Q = 0.95 and total savings

are S = 0.3(0.31 + 0.38) = 23% of total power. The

0.3 factor is the relative contribution to total power of

backlight (about one third).

• allow degradation from frame decoding only: qa =
1, qb = 0.95. In this case, Q = 0.95, but the total sav-

ings reduce to S = 0.3(0 + 0.41) = 13.6% of total

power. We can observe that savings are reduced to al-

most half the previous ones, and this is due to the fact

that we did not take advantage of the great backlight

power savings in this region of the graph and instead

we chose to use the smaller savings from DVS (frame

decoding).

This example shows the large differences between var-

ious possible trade-offs and shows how important a cross-

layer power-quality trade-off is for achieving the best power

savings with the minimal quality degradation.

Figure 9. Cross-layer trade-off for ’container’

A second example scenario is presented in Figure 9 for

the video clip ’container’ (mostly static, with bright back-

grounds). Here we can observe that power savings from

backlight scaling are high until around q = 0.996 and min-

imal after that. On the other hand, due to the static nature

of the video, processor savings (from frame decoding) in-

crease steadily as the quality of the video decreases. In a

cross-layer trade-off, the backlight savings would be pre-

ferred until quality drops to less than q = 0.996, after which

savings from the processor are higher.

This example again shows how important a content

based, cross-layer trade-off is for extracting the best power

savings from a combination of system components, with the

minimal quality degradation possible.

7. Related work

Other efforts to study data patterns include those of the

Mesdat research group that studies various data-shaping for

mobile multimedia communication. They profile and anno-

tate still images for improving transmission over a wireless

channel usage (bandwidth, latency). In [5] the image data is

compressed according to dynamic conditions and require-

ments. Content adaptation is classified depending on time

(static, dynamic), content (to determine optimal compres-

sion) and goals of technique or metrics (constrained band-

width, display size, response time).

Chandra performs an informed quality aware transcod-

ing in [1], based on image characteristics. He finds that

a change in JPEG quality factor (compression metric con-

trolled by quantization steps) directly corresponds to infor-

mation quality lost. A prediction for computational over-

head is applied, which approximates number of basic com-

putation blocks based on image size, color depth and can

predict output size for a particular transcoding.

The GRACE project [8] proposes the use of cross-layer

adaptations for maximizing system utility. They suggest

both coarse grained and fine grained tuning of parameters

for optimal gains. In [7], a resource aware admission con-

trol and adaptation is suggested for multimedia applications

for optimal CPU gains.
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