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Abstract

In this paper, we introduce a simple analytical modeling
approach for computing service unavailability due to long
response time, for infinite and finite single-server systems
as well as for multi-server systems. Closed-form equations
of system unavailability based on the conditional response
time distributions are derived and sensitivity analyses are
carried out to analyze the impact of long response time on
service unavailability. The evaluation provides practical
quantitative results that can help distributed system devel-
opers in design decisions.

1 Introduction

Distributed systems widely sustain our day-to-day life
providing service for a large number of enterprises, pro-
ducing business opportunities and offering new services to
customers. Such systems should ideally remain operational
supporting correct service despite the occurrence of unde-
sirable events.

Service unavailability may result from several causes
such as 1) failures in service hosts, in the communication
infrastructure [1] or in the user site, or ii) heavy loads lead-
ing to overloaded servers. From the user viewpoint, the ser-
vice is perceived as degraded or even unavailable if the re-
sponse time is too long compared to what he or she is ex-
pecting. A long response time may discourage some users
who will visit other service providers. For instance, if a re-
quest takes 30 seconds to complete, users may consider the
request failed.

The goal of this paper is to provide a modeling ap-
proach for computing service unavailability due to long re-
sponse time, relying on Markov reward models and queue-
ing theory. We analyze the long response time effects
on service unavailability without distinguishing the various
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causes leading to long response time. We introduce a flexi-
ble mathematical abstraction that is general enough to cap-
ture the essence of unavailability behavior due to long re-
sponse time. We analyze this measure at steady state, start-
ing with a single-server queueing system, then multi-server
queueing systems are considered. The aim of our work is
twofold:

e Evaluate the effects of long response times on service
unavailability.

e Provide practical quantitative results that can help in
design decisions.

The derivation of the response-time distribution is
widely recognized to be not trivial [8]. Some interesting ap-
proaches have been proposed to define measures combining
performance and dependability issues [7, 6, 3]. [7, 6] intro-
duced a model for hard and soft real-time systems, while [3]
has considered transactional systems in which failures may
be due to frequent violation of response time constraints.

The modeling approach presented this paper builds on
and extends the work introduced in [3]. The latter work
uses i) a Markov model to evaluate system availability, and
ii) a tagged job approach to compute the response time dis-
tribution. We take a step further by providing closed-form
equations for response-time distribution and for service un-
availability due to long response time in single and multi-
server systems. The closed-form equations are derived us-
ing the well-known gamma function. We present several
sensitivity analyses to illustrate how the designers can use
the models to guide the system design.

The paper is organized as follows. Section 2 defines
the availability measure based on response time. In section
3, we introduce the modeling approach using single server
queueing systems. This is followed by sensitivity analysis
results illustrating the measure behavior. Section 4 provides
a modeling approach using multi-server queueing systems
with sensitivity analysis. Section 5 concludes the paper.



2 Availability measure definition

Steady service availability may be defined as the long-
term fraction of time of actually delivered service. We as-
sume that the service states as perceived by the users are
partitioned into two sets: i) a set of states in which the ser-
vice is perceived as available and ii) the complementary set
in which the service is perceived as unavailable.

Let Q2 denote the set of all service states, and p;: be the
probability that the service is in state 7 at steady-state.

In order to define the service availability based on the
response time, let us introduce

e R(i): the random variable denoting the response time
given that the system is in ¢ at steady-state;

e d: the maximum acceptable response time (i.e., if the
response time is longer, the service is considered as
unavailable), this metric can indicate network delays
or an overloaded server; it is also referred to as the
maximum response time requirement;

e ¢: the quality of service requirement (or the accepted
quality of service) representing the minimum fraction
of requests that satisfy the maximum response time re-
quirement;

e P[R(i) < d]: the conditional response-time distribu-
tion (i.e., the probability that the response time of a re-
quest is lower than or equal to d, given that the system
is in state ¢ at steady-state).

Using the definitions above, the service is said to be
available if the following condition is satisfied

P[R(i) < d] > ¢ (1)

Let us denote by K the states in which the service is
available (i.e., equation (1) is satisfied for all states ¢, i =
0 to K). Thus, the service availability A and the service
unavailability U A are given by:
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The evaluation of the unavailability measure based on re-
sponse time is carried out according to the following steps.
First, one needs to specify the service model describing in
particular the distribution of request arrivals and processing
times as well as the servers capacity. Based on this specifi-
cation, P[R(i) < d] and p; can be obtained for a given d.
For a given ¢, using P[R(i) < d] > ¢, K is derived, then
the availability is computed by equation (2). It is worth to
mention that the two parameters, d and ¢ characterize the
quality of service and should be specified a priori. For ex-
ample, one can specify ¢ to be equal to p = 0.9 and d = 5

seconds. This means that the service response time should
be less than 5 seconds for at least 90% of all requests.

In the following sections, we will i) build analytical mod-
els for single-server systems and for multi-server systems,
and ii) derive closed-from equations for the conditional re-
sponse time probability and service unavailability.

3 Single server queueing systems

In this section, we assume that the server is modeled as a
single queueing system with exponential arrival and service
times. The modeling approach using single server queueing
systems is carried out in two steps. First, we model the
availability measure based on the response time distribution
at steady-state and then some numerical sensitivity analysis
results are presented.

3.1 Modeling

3.1.1 Conditional response time distribution

In this simplest example, we assume that there is only a
single process serving the incoming requests at a constant
rate p requests/sec. The system is assumed to be in state ¢
when there are ¢ requests in the system (¢ — 1 waiting for
service in the queue and one being served). By definition,
if a request arrives given that there are already ¢ requests in
the system, then the total time spent in the system by the
request, denoted as R(7), is given by a sum of ¢ + 1 random
variables. Since the random variables are independent and
identically distributed with mean 1/, it can be shown that
R(4) is described by an Erlang distribution [2] as follows
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P[R(i) < d] can be expressed as follows
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important to note that % is not a complex number.



3.1.2 Service unavailability

Consider a system accessible to a very large population.
The arrival process is characterized by requests arriving at
an average arrival rate of A requests/sec. This assumption is
known as the single class or homogeneous workload.

We first assume that all requests arriving are queued for
service. This assumption is known as infinite buffer. Then
we will consider the finite buffer case. All the analyses pre-
sented assume that the system being analyzed is in opera-
tional equilibrium.

3.1.3 Infinite buffer

Requests arrive at the system at a rate of A\ requests/sec,
queue for service, get served at rate p requests/sec and de-
part. Such a system is a traditional M/M/1 queue system
[2], in which the probability (p;) that there are ¢ requests at
steady-state is well-known

pi = (1—p)p' )
where p = % refers to the load.
K
Therefore, equation (2) becomes A = Z( 1—p)p'.
i=0
K ) 1— pK+1
Using the fact that Z Pt = , we obtain
i=0 L=p
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3.1.4 Finite buffer

For a system supporting at most b requests including the
request being processed (finite buffer) denoted by M/M/1/b
queue system, we have

K+1 1_p

1-p
A= 1_pb+1
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where K < b.

Table 1 summarizes the equations for user perceived
unavailability due to long response time in single server
queueing systems. Recall that the computation of U A re-
quires to calculate K which corresponds to the maximum
value of ¢ satisfying equation (1).

3.2 Sensitivity analysis

In this section, some numerical results are presented in
order to illustrate the behavior of U A using the equations
derived in Table 1.

Conditional response time probability

‘ . T(i+1,pd)
P[R(i)<d]=1- TarD

Unavailability due to long response time for
an M/M/1 queue system

UA:pKJrl

Unavailability due to long response time for
an M/M/1/b queue system

va=1- []

Table 1. Closed-form equations for single
server queueing systems

3.2.1 \Variation of response time

An important consideration for design purposes is to define
when the service is ”’too slow”. In fact, one has to speci-
fy the threshold d for the acceptable response time. Con-
sidering the example of web servers, practical experiences
have suggested that ten seconds is well above the normal re-
sponse time for all the sites studied in [5]. The latter divides
timing problems affecting sites availability into “medium”
(ten seconds) and severe” (thirty seconds) problems.

Figure 1 shows the conditional response time distribution
(P[R(#) < d]), given in Table 1, as a function of the number
of requests, considering different values for pd. In fact, the
evaluation of this distribution allows us to determine the K
states for which (P[R(i) < d] > ¢).

As it can be seen, the response time probability is di-
rectly affected by the product ud. It is noteworthy that pd
corresponds to the average number of requests processed by
the server during a period of time d. Another observation is
that K increases with pd. For example, setting the quality
of service parameter ¢ to 0.9, K = 7 for ud = 12.5 and
K = 63 for ud = 75. In fact, the greater is K, the higher is
the probability that the response time is lower than d. Fig-
ure 1 also shows that lower values for the quality of service
parameter ¢ (e.g., ¢ = 0.8) clearly lead to greater values
for K. In other words?, the greater is K, the more requests
arriving at the server are likely to be satisfied within the ac-
ceptable response time.

Such analyses are useful for design decisions, since the

2It can be noticed that for a given ¢, the longer is the response time
requirement, the greater is K.
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Figure 1. P[R(i) < d] for single server sys-
tems

expected level of degradation of response time probability
as a function of the number of requests queued in the system
can be evaluated.

Once K is evaluated, one can compute the service un-
availability using equation (6). Table 2 shows how UA
varies as ud increases for different loads p and for ¢ = 0.9.
We clearly observe that U A decays faster as p decreases.

pud | K | p=09 | p=081| p=07| p=0.6
125 | 7 | 4.3e-01 | 1.6e-01 | 5.7e-02 | 1.6e-02
25 | 18 | 1.3e-01 | 1.4e-02 | 1.1e-03 | 6.0e-05
50 | 40 | 1.3e-02 | 1.0e-04 | 4.4e-07 | 8.0e-10
75 | 63 | 1.2e-03 | 6.2e-07 | 1.2e-10 | 6.3e-15

Table 2. UA as ud increases (¢ = 0.9)

3.2.2 Effectsof KandponUA

U A provides a useful indicator to analyze the impact of re-
sponse time on service unavailability. By definition, param-
eter K represents the set of states for which the response
time is acceptable for a given quality of service requirement.
Figure 2 shows U A as a function of K for different loads
p. The system is assumed to be composed by one server
with infinite buffer (M/M/1). Note that by definition, p = 1
implies UA = 1 and KlgnoO UA=0.

From the figure, we can see that U A is very sensitive to
the load p. U A decays slowly for heavy loads p. In contrast,
for ’light” loads p < 0.6, the unavailability due to long
response time is negligible. On the other hand, the greater
is K, the lower is U A. Such behaviour is better illustrated
on Figure 3 that plots U A as a function of the load (p > 0.6)
for different values of K. In particular, for systems in which
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Figure 2. UA as a function of K (M/M/1 sys-
tem)
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Figure 3. U A as a function of p (M/M/1 system)

K > 50, there is a small probability that the service is
perceived as unavailable due to long response time. Thus,
according to the figure, it is likely that service unavailability
due to long response time will be very low.

3.2.3 Finite buffer effectson U A

All the evaluations presented along the previous section can
also be applied to a system with a finite buffer (i.e., consid-
ering an M/M/1/b queue).

Figure 4 shows a comparison between a system with a
finite buffer (M/M/1/b) and a system with an infinite buffer
(M/M/1). The results for M/M/1/b (dotted lines) are ob-
tained using equation (7). As expected, the greater is b, the
lower is the difference between the models. For p = 0.9
M/M/1/40 is very close to M/M/1. The difference is signif-
icant for M/M/1/20. However, for lower loads (p = 0.6 and
0.7), the curves for M/M/1/20 and M/M/1/40 are the same
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as for M/M/1.

For a given request, the greater is its position in the
buffer, the lower is the probability that it is served within
the maximum response time requirement. In finite queue-
ing systems, the requests arriving when the buffer capacity b
is full are rejected, and therefore, they are not considered as
leading to service unavailability due to long response time.
This explains the fact that UA for M/M/1/b is lower than
U A for M/M/1.

3.2.4 Approximation for U A

The evaluation of U A requires the calculation of parameter
K which represents the set of states after which all arriving
requests probably perceive the service as unavailable. K is
not known a priori. It is computed in an intermediate step.
We have investigated a more direct approach for computing
U A based on an approximation of K, in order to obtain an
analytical equation of U A as a function of only well known
parameters, such as service rate (1) and required maximum
response time (d), without needing to compute K in an in-
termediate step based on the conditional response time dis-
tribution.

By analyzing the properties of the finite series f(n) =

n

(nd)? : a3
Z ~——, we found the following approximation” for '

!
K= [ud — a\/w—‘ ®)

where « is a constant that can be set to support a given qual-
ity of service (e.g., @ = 1.35 for ¢ = 0.9).
Accordingly, U A can be obtained as follows

=0

3In fact, K is obtained through a sub-linear approximation to the in-
flexion point of f(n) around pd.
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Figure 5. U A as a function of ud

UA ~ p( [ud—am‘b—i—l )

Thus, U A can be evaluated directly as a function of u
and d only, for a given ¢. Figure 5 shows a comparison
between the unavailability computed by equation (6) (where
K is an integer value obtained from equation (4)) and the
approximation given by equation (9) (o = 1.35). UA is
plotted as a function of ud, where dotted lines represent
the approximation. As it can be seen, the approximation
is very accurate. It differs from the exact value only for
pd < 5. In other words, for any pd > 5 (which is the case
of most server systems capable of handling much more than
5 requests per second), there is no difference between the
exact and the approximated value of U A.

Equation (9) and the results of figure 5 show that U A ap-
proaches 0 as pd approaches infinity, (i.e., }iim UA=0).
Ha— 00

It means that for a given d > 0 with a server having infinite
service rate . = oo, there is no service unavailability due
to long response time. At the same time, for a given service
rate ;. > 0, there is no service unavailability for a user with
an infinite patience d = oco.

4 Multi-server queueing systems

Let us consider a multi-server queueing system consist-
ing of a queueing buffer of finite or infinite size, with mul-
tiple identical servers. Such an elementary queueing sys-
tem is also referred to as a multi-server system. In section
4.1 we present closed-form equations for the condition re-
sponse time distribution and the service unavailability. Sen-
sitivity analysis results are presented in section 4.2.



4.1 Modeling

4.1.1 Conditional response time distribution

Let us suppose that the multi-server system is composed of
c identical servers, where each server is capable of handling
u requests/sec. Let R.(i) be the random variable denoting
the response time in steady-state of an arriving request at
a system with c servers and ¢ requests. If a request arrives
when there are already ¢ requests in the system, two differ-
ent cases can be distinguished to model the corresponding
conditional response time distribution:

e If i < ¢, the new arrival is processed immediately by
one of the free servers. Thus, R () is an exponential
random variable with parameter .

e If 7 > ¢, the new arrival must wait for s — ¢ + 1 ser-
vice completions before receiving service (If ¢ = c, the
new request must wait for one service completion. If
i = c+ 1, two service completions are required, etc.).
In this case, R.(%) is the sum of an Erlang random vari-
able X corresponding to the request waiting time and
an exponential random variable Y denoting the service
time. Therefore, by convolution

d
PIR.(i) = X+Y <d] = / F(d—y)g(y)dy, where
0
Flz,i—c+1)=1-
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After a set of transformations (see [4] for all details ), we
obtain equation (10)
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T(i—c+1)
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4.1.2 Service unavailability

Let us take the same system consisting of c identical servers,
where each server is capable of handling p requests/sec.
We need to compute the probability that the system with
¢ servers has i requests at steady-state denoted p;(c). As-
suming that the sequence of interarrival times is described
by independent and identical exponential random variables
of rate A (a traditional M/M/c in which p;(c) is well-known
[2] with p = ﬁ), we obtain for service unavailability the
following closed-form equation (see [4] for all details)

I'(K+1,cp)e”
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To summarize, fori = 0, 1,2, ... requests, P[R.(i) < d]
can be computed using equation (10). Based on this distri-
bution, K is obtained as the maximum value of ¢ satisfying
P[R.(i) < d] > ¢. Then, we can proceed to calculate U A
for multi-servers in an infinite and finite queueing systems
using equation (11).

4.2  Sensitivity analysis

In this section, we study the effect of the number of
servers on U A using the modeling approach developed in
the previous section. The analysis is divided in two parts.
First, in 4.2.1 the response time distribution is studied in
order to quantify how the response time is affected by the
number of servers. A simple example of system is presented
illustrating some possible configurations. Then, we evalu-
ate U A itself taking into account the response time varia-
tion, the load effects in 4.2.2 and the number of servers in
4.2.3.

4.2.1 Variation of response time distribution

Figure 6 shows the response time distribution (P[R.(i) <
d)) as a function of the number of requests computed by
equation (10). This function is evaluated varying the num-
ber of servers c and the product ud. As it can be seen, as ¢
or ud increases the response time probability is improved.
This is illustrated by the increase of K. Clearly, the greater
is K, the lower is U A. The effect of K on U A for multi-
servers is similar to the case of single-server (discussed in
section 3.2.2).

These results can be used for supporting design deci-
sions. For instance, let us define by pc the aggregated ser-
vice rate provided by c servers. We consider a set of system
configurations designed to support the same aggregated ser-
vice rate of pic = 150 requests/sec. Table 3 identifies four
possible system configurations using only multi-servers, i)
to iv), and one configuration, v), with a single server.

The values of K are K = [116,126, 130, 131, 133] cor-
responding to configurations 1), ii), iii), iv) and v) respec-
tively. This result shows that a configuration with only 1
server provides the greatest K. Clearly, the response time
is longer when the aggregated service rate is split among
the servers. This fact explains why K decreases for config-
urations that employ various servers with low service rates
(e.g., K = 116 for ¢ = 12 and p = 12.5, compared to
K =131 forc=2and p = 75).
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Figure 6. P[R.(i) < d] variation for multi-server queuing systems
Configuration | ¢ L UA in days:hours:minutes per year
i) 12 | 12,5 Configuration || p=08 | p=0.9 p=10.95
i) 6 25 1) 0 00:00:05 00:32:28
iii) 3 50 ii) 0 00:00:01 00:15:17
iv) 2 75 iii) 0 0 00:11:07
V) 1 150 iv) 0 0 00:10:16
V) 0 0 00:09:04

Table 3. Configurations for uc = 150 reg/sec.

4.2.2 Load effectson U A

Table 4 shows the impact of ¢ and ud on U A for different
loads p (setting d to 1 to simplify the analysis) assuming
the same aggregated service rate of pc = 150 requests/sec.
The service unavailability is given in days:hours:minutes
per year for various loads p = [0.8,0.9,0.95]. UA is com-
puted using equation (11) based on the value of K obtained
from equation (10). Note that for p < 0.8, there is a very
small unavailability due to long response time.

According to Table 4, it can be seen that the lowest U A
is obtained for a single powerful server (configuration v).
Nevertheless, for all configurations, U A is less than 5 min
and 30 sec per year for p < 0.9, which is relatively low. U A
is significantly much higher for p = 0.95.

Table 4. Impact of p on U A (uc = 150).

4.2.3 Impact of the number of serverscon U A

Table 5 shows the impact of ¢ for three values of service
rates p = [25, 50, 75], when the load is set to p = 0.9. It is
important to note that increasing c is efficient for reducing
U A especially when the load is not heavy p < 0.9. For
instance, if 4 = 25 and p = 0.9, then U A is 49 days per
year for ¢ = 1 compared to (UA ~ 16 minutes per year)
for ¢ = 3. It becomes more efficient as p increases (e.g.,
for 4 = 50, UA =~ 4 days per year for ¢ = 1 compared to
U A ~ 1 minute per year for ¢ = 2).



c| p=25 w=>50 nw="75
1| 49:07:22 | 04:20:29 | 00:10:16
2 | 06:07:24 | 00:01:09 0
3 | 00:15:51 0 0
4 | 00:01:38 0 0
5 | 00:00:07 0 0

Table 5. UA in days:hours:minutes per year
for p =0.9.

5 Conclusion

In this paper we have provided an analytic modeling ap-
proach for computing service unavailability due to long re-
sponse times using queueing systems theory. Closed-form
equations of the response time distribution and the service
unavailability were developed in order to illustrate funda-
mental availability issues for single and multi-server sys-
tems.

The models presented in this paper are aimed to allow
the system developers to draw some interesting and practi-
cal conclusions concerning the impact of various parame-
ters on the user perceived unavailability. For example, the
results have shown that for "light” loads (i.e., p < 0.7), the
unavailability due to long response time is negligible. From
the designer perspective, the evaluations suggest that sys-
tems with low service rate subject to a heavy load p > 0.9
tend to exhibit the highest unavailability due to long re-
sponse time. The effect of heavy loads on U A is less sub-
stantial as the aggregate service rate increases. Also, the
obtained results have suggested that the difference on U A
among the configurations becomes negligible as the aggre-
gate service rate increases. Finally, increasing the number
of servers (c) has been efficient for reducing U A especially
for low loads p < 0.9.

It has been shown that it is possible to provide a service
satisfying a response time requirement using only servers
with low service rate, although this is not the optimal con-
figuration. In fact, we should employ either a powerful sin-
gle server or various servers preventing as much as possible
the overloaded periods (p > 0.9). For multi-servers sys-
tems, the response time is longer as the aggregated service
rate is shared among the servers. This fact explains why
configurations that employ various servers with low service
rates are not the optimal configuration.

All the analyzes presented have focused on the unavail-
ability due to long response time, assuming that all the
servers are available. We emphasize the fact that if we take
into account the failures of one or more servers, the impact
of long response time on service unavailability should be
more significant. Although the optimal configuration con-

sists of a powerful single server, it represents a single point
of failure under the availability viewpoint. Therefore, an al-
ternative configuration employing more than a single server
should provide a better tradeoff supporting degradable ser-
vice under the presence of failures.

Finally, it is recognized that the service unavailability in
the context of widely distributed server systems might be
due to problems with the host (e.g., the remote host is too
busy handling other requests), problems with the underly-
ing network (e.g., a proper route to the site does not exist)
or problems in the user host. In this paper, our attention was
devoted to the service unavailability due to long response
time concentrated at the server side. In order to analyze the
impact of the response time on the end-to-end service un-
availability as perceived by users, it is necessary to include
other components affecting the time spent by a user request,
e.g. the network delay (latency and transmission time), etc.
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