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Abstract

The evolution of DNA sequencing techniques generated huge sequence repositories and hence the need for efficient algorithms to compare them. To increase search speed, heuristic algorithms like BLAST were developed and are widely used. In order to further reduce BLAST execution time, this paper evaluates an adaptive task allocation framework to perform BLAST searches in a grid environment against segmented genetic databases segments. Our results present very good speedups and also show that no single task allocation strategy is able to achieve the lowest execution times for all scenarios. Also, our results show that the proposed adaptive strategy was able to deal with the heterogeneous and non-dedicated nature of a grid.

1 Introduction

In the last decades, an extremely high number of organisms have been sequenced in genome projects. After determining a protein (or nucleotide) sequence, one must infer its function. Usually, this is done by comparing the newly sequenced organisms against sequences for which the functionality has already been established. Many efforts have been made to collect the annotated sequences and place them in publicly accessible databases. The problem is that these genetic databases are huge and, by now, they present an exponential growth rate.

Therefore, biological sequence comparison, also called sequence alignment, is one of the most important problems in computational biology, given the number and diversity of the sequences and the frequency on which it is needed to be solved daily all over the world [11]. The most important types of sequence alignment problems are global and local. To solve a global alignment problem is to find the similarity between the entire sequences. Local alignment algorithms must find the similarity between parts of the sequences. In this article, we will treat mainly local alignments.

Smith and Waterman [14] proposed an algorithm (SW) which is a variation of the algorithm proposed by Needleman and Wunsch that finds the best local alignment between two genomic sequences. Its time and space complexity is also $O(n^2)$. In genome projects, the size and the number of sequences to be compared are constantly increasing, thus an $O(n^2)$ solution is still expensive. For this reason, heuristics were proposed to reduce the time spent in computation. BLAST [1] is an example of a widely used heuristics to compute local alignments.

The popularity of the Internet made possible the interconnection of millions of powerful machines in a global scale. Several measures were made which stated that, most of the time, the majority of these interconnected machines remain idle. This led to the idea of metacomputing [13], which proposes the creation of a supercomputer by taking advantage of the idle cycles of the machines connected to the Internet.

Grid computing is considered to be an evolution of metacomputing where not only the computing power of the machines is shared, but also several other types of resources such as data, softwares and specific hardwares [4]. Applications which are developed for grid environments are very complex since they have to deal with a great number of heterogeneous and non-dedicated resources placed on multiple administrative domains.
Initially, the efforts in grid computing were concentrated to develop middlewares which were able to offer a wide area infrastructure to support the online processing of distributed applications [8]. The Globus Toolkit [3] is considered to be the “de facto” standard for grid middleware, offering basic solutions for problems such as authentication and remote task execution, providing the basic infrastructure where real distributed applications for grid computing can be developed.

Since grid applications are designed to run in a geographically distributed environment, they usually do not have high communication taxes and many of them follow the master/slave model [12]. In order to schedule master/slave applications many task allocation policies were proposed such as Self Scheduling [13] and FAC2 [5]. The choice of the best allocation policy depends on the application access pattern and on the environment in which it runs [12].

In this paper, we evaluate PackageBLAST, an adaptive multi-policy framework structured as a grid service to run BLAST searches in a grid environment composed by segmented databases. PackageBLAST executes on Globus 3 [3] and, by now, provides five allocation policies. Also, PackageBLAST incorporates a generic adaptive mechanism called Package Weighted Adaptive Self-Scheduling (PSS), to assign weights to the grid nodes that takes into account current workload and heterogeneity.

Our results in a heterogeneous grid environment composed by 16 machines show that very good speedups were achieved. When compared with the average machine, we achieved a speedup of 14.59 with 16 machines, reducing BLAST execution time from 30.88 minutes to 2.11 minutes. Also, we show that, in our test environment, there is no single task allocation policy that produces the best execution times for BLAST.

The remainder of this article is organized as follows. In section 2, we present an overview of BLAST. Section 3 describes allocation policies for Master/Slave applications. Section 4 discusses related work in the area of distributed BLAST. Section 5 presents PackageBLAST. Experimental results are discussed in section 6. Finally, section 7 concludes the paper and indicates future work.

2 BLAST Overview

To compare two sequences, we need to find the best alignment between them, which is to place one sequence above the other making clear the correspondence between similar characters [11]. In an alignment, spaces can be inserted in arbitrary locations along the sequences so that they end up with the same size.

Usually, thousands of biological sequences are compared daily against millions of sequences that compose genetic data banks. Due to the current growth rate, these databases will soon achieve terabytes. In this scenario, the use of exact methods is prohibitive. For this reason, faster heuristic methods are proposed which do not guarantee that the best alignment will be produced. Usually, these heuristic methods are evaluated using the concepts of sensitivity and sensibility. Sensitivity is the ability to recognize more distantly related sequences, i.e., it consists of finding all real alignments (true positives). Searches with a high sensitivity are more likely to discard false positive matches. Selectivity is the ability to narrow the search in order to retrieve only the true positives. Typically, there is a tradeoff between sensitivity and sensibility.

2.1 BLAST Algorithm

BLAST [1] is based on a heuristic algorithm which was designed to run fast while still maintaining high sensitivity. It provides programs for comparing many combinations of query and database sequence types by translating sequences on the fly. For instance, BLASTN and BLASTP compare two sequences of nucleotides and proteins, respectively.

The BLAST algorithm is divided into three well-defined phases: seeding, extension and evaluation.

In the first phase, BLAST compares a query sequence s against all sequences t in a database. BLAST uses the concept of words which is defined to be a finite set of letters with length w that appear in a given sequence. For instance, the sequence TCACGA contains four words with length 3: TCA, CAC, ACG and CGA. The BLAST algorithm assumes that significant alignments have words in common.

The location of all shared w-letter words between sequences s and t is determined by doing exact pattern matching. Only regions with identical words are used as seeds for the alignment.

For the cases where significant alignments do not contain words in common, the concept of neighborhood is used. The neighbor of a word includes the word itself and every other word whose score is at least equal to T, when compared through a substitution matrix.

An appropriate choice of w, T and the substitution matrix is an effective way to control the performance and the sensibility of BLAST.

The seeds obtained in the previous phase must be extended in order to generate an alignment. This is done by inspecting the characters near the seed in both directions and concatenating them to the seed until a
drop off score $X$ is reached. The drop off score defines how much the score can be reduced, considering the last maximal value. Having the seed $A$, the $X$ parameter equal to 4 and a punctuation of +1 for matches and -1 for mismatches, the following result is obtained:

\[
\begin{align*}
\text{ATGC GATA CTA} \\
\text{ATTC GAT C} \\
1212 3454 321 \leftarrow \text{score} \\
0010 0001 234 \leftarrow \text{drop off score}
\end{align*}
\]

After that, the algorithm goes back to the best score (in this case, 5) to obtain the alignment. The alignments generated in the extension phase must be evaluated in order to remove the non-significant ones. The significant alignments, called High Score Segment Pairs (HSPs) are the ones whose scores are higher or equal to a threshold $S$. Also, consistent HSP groups are generated that include non-overlapped HSPs that are near the same diagonal. The consistent HSP groups are compared against a final threshold, known as the $E$ parameter, and only the alignments that are above this threshold are considered.

3 Task Allocation for Master/Slave Applications

Given a master/slave application composed by a master $m$ and $S$ slaves, the task allocation function $allocate(m, s_i, N, S)$ determines how many tasks out of $N$ must be assigned to a slave $s_i$ (equation 1) [12]. In this equation $A(N, S)$ represents a particular allocation policy. The expression $WeightFactor(m, s_i, S)$ was defined by [12] (equation 2) and provides weights for each slave $s_i$, based on its processing rate per unit of work.

\[
\begin{align*}
allocate(m, s_i, N, S) &= A(N, S) \times WeightFactor(m, s_i, S) \\
WeightFactor(m, s_i, S) &= \frac{P \times WorkerRate(m, s_i)}{\sum^S_{i=1} \text{WorkerRate}(m, s_i)}
\end{align*}
\]

The function $WorkerRate(m, s_i)$ considers static information previously known from computer nodes and is defined as the work unit completion rate occurring between master $m$ and worker $s_i$, in units of work per units of time.

The following paragraphs present some work unit allocation policies. Each strategy is an instance $A(N, S)$ of equation 1.

The Fixed (Static Scheduling) [12] strategy distributes all work units uniformly to slaves nodes. This strategy is appropriate for homogeneous systems with high communication latencies, whose resources are dedicated (equation 3).

\[
A(N, S) = \frac{N}{S}
\]

Self-Scheduling (SS) [15] distributes a single work unit to each slave node. This procedure continues until all work units are allocated (equation 4).

\[
A(N, S) = 1, \text{ while work units are still left to allocate}
\]

In SS, the maximum idle time a set of nodes could wait for is limited by the processing time of a single work unit in the slowest node. Nevertheless, SS often demands a lot of communication.

Trapezoidal Self Scheduling (TSS) [16] allocates work units in groups with a linearly decreasing size. This strategy incorporates two variables, steps and $\delta$, that represent the number of allocation steps and the block reduction factor, respectively. Equations 5 and 6 show how these variables are calculated.

\[
\begin{align*}
\text{steps} &= \left[ \frac{4NS}{N+2S} \right] \\
\delta &= \frac{N-2S}{2S(steps-1)}
\end{align*}
\]

The TSS allocation function is presented in equation 7. It calculates the length of the $s^{th}$ block using the difference between the length of the first block and total reduction from the last $s-1$ blocks.

\[
A(s, N, S) = \max \left( \left[ \frac{N}{2S} - [(s-1) \times \delta] \right], 1 \right)
\]

Guided Self Scheduling (GSS) allocates work units in groups whose length decrease exponentially (equation 8). The main disadvantage is the potential to allocate large chunks to a slow machine, causing an imbalance in final processing time.

\[
A(s, N, S) = \max \left( \left( \frac{N}{S} \left( 1 - \frac{s-1}{S} \right) \right)^{s-1}, 1 \right), s \geq 0
\]

Factoring (FAC2) allocates work units in groups organized by cycles. Each cycle consists of $S$ allocation sequences (equation 9). In FAC2, half of the remaining work units are allocated to active nodes in each allocation round (equation 10). Note that the size of the allocation blocks decrease with an exponential rate of 2. That’s why this strategy is called FAC2.

\[
\begin{align*}
\text{round}(s) &= \left[ \frac{(s-1)}{S} \right] + 1 \\
A(s, N, S) &= \max \left( \left( \frac{N}{S \times 2^{s-\text{round}(s)}} \right), 1 \right)
\end{align*}
\]
4 Related Work

In genome projects, hundreds or even thousands of newly sequenced organisms must be compared against genetic databases using BLAST. In order to accelerate these searches, distributed versions of BLAST have been proposed that run in cluster or grid environments.

MpiBLAST [2] is a parallel tool that runs BLAST in clusters. The algorithm has two phases. First, the genetic database is segmented and put in a shared storage medium. Next, the queries are evenly distributed among the cluster nodes. If the node does not have a database fragment, a local copy is made. When the slaves finish processing, they send the local reports to the master. Having received the local reports for a query sequence, the master merges them to create the final BLAST report.

Parallel BLAST++ [9] uses query packing to group multiple sequences in order to reduce the number of database accesses. A master/slave approach is used that allocates the queries of BLAST++ to the slaves according to the fixed policy (section 3).

GridBlast [7] is a master/slave grid application based on BLAST that uses Globus 2. It distributes sequences to be compared (queries) among the grid nodes using two task allocation policies: First Come First Served and minmax. Of those, only the last one considers the current load and the heterogeneity of the environment. However, to use minmax, the total execution time of each BLAST task in each node must be known.

Grid Blast Toolkit (GBTK) [10] offers a framework and a web portal to execute BLAST searches in a Globus 3 environment. All genetic databases that will be used by BLAST are statically placed on the grid nodes (without replication). The BLAST grid service offered by GBTK is a master/slave application that receives the sequences to be compared and the name of the genetic database to be used. It then verifies if the node that contains the database is available. If so, it is selected to do the search. If the node is not available, the less loaded node is chosen and the database is copied to it.

5 Design of PackageBLAST

As [12], we think that there are no allocation policy that is able to produce the best results for all scenarios and that heterogeneity must be taken into consideration. Unlike [12], we think that the non-dedicated nature of a grid environment must also be considered when assigning tasks to nodes. This motivated us to create a framework where many task allocation policies can be integrated. The size of the work units assigned is calculated using the current allocation policy and a weight factor that takes into consideration both heterogeneity and current local load. As in MpiBLAST (section 4), the genetic database is split into smaller pieces, in order to reduce search time.

5.1 Database Segmentation and Distribution

Segmentation consists in the division of a database archive in many portions of smaller size (segments), that can be processed independently. Segmentation enables grid nodes to search smaller parts of a sequence database, reducing or even eliminating unnecessary disk accesses and hence improving BLAST performance.

Just as in MpiBLAST (section 4), we decided to use database segmentation technique in PackageBLAST with an NCBI tool called formatdb, which was modified in order to generate more database segments of smaller size.

We opted to replicate the segmented genetic database (in our case, nr, which has around 1.2GB) in every slave grid node to improve data accesses times and to provide a potential for fault tolerance. If a grid node fails, another node could assume the work, since all database segments are replicated in all grid nodes.

5.2 Task Allocation

We propose the use of a framework where many allocation policies can be incorporated. By now, our framework contains five allocation policies: Fixed, SS, GSS, TSS and FACG, all described in section 3. So, the user can choose or even create the allocation policy which is more appropriate to his/her environment.

Besides that, we propose PSS (Package Weighted Adaptive Self-Scheduling), a new strategy that adapts the chosen allocation policy to a heterogeneous grid environment with local workload. Considering the heterogeneity and dynamic characteristics of the grid, PSS is able to modify the length of the work units during execution, based on average processing time needed to compare some database segments in each grid node.

The general expression used for work unit allocation is shown in (11). In this expression, \( A(N, P) \) is the task allocation policy for a system with \( N \) workload units and \( P \) nodes and \( \Phi(m, p_i, P) \) represents the weight calculated by PSS.

\[
\text{allocate}(m, p_i, N, P) = A(N, P) \cdot \Phi(m, p_i, P) \quad (11)
\]

To distribute database segments to nodes, the master analyzes periodic notifications sent by the slaves,
reporting the progress in processing work units. The expression used is $\Phi(m, p_i, P)$ (12), defined as the weighted mean from the last $\Omega$ notifications sent by each $p_i$ slave node.

$$
\Phi(m, p_i, P) = \frac{P \ast \sum_{j=1}^{P} \frac{\Gamma(m, p_i, \Omega)}{\Gamma(m, p_i, \Omega)}}{\sum_{j=1}^{P} \frac{\Gamma(m, p_i, \Omega)}{\Gamma(m, p_i, \Omega)}}
$$

(12)

The expression $\Gamma(m, p_i, \Omega)$ (equation 13) specifies the average computing time of a database segment in a node $p_i$, considering the last $\Omega$ notifications of $TE(m, p_i, \tau)$, which is the average computation time of $\tau$ work units (database segments) assigned by a master node $m$ to a slave $p_i$, in units of work per unit of time. The $\tau$ parameter indicates how many work units must be processed before a notification is sent to the master.

At the moment of the computation of $\Gamma$, if there is not enough notifications of $TE$, the calculation is done with total $k$ notifications already received.

$$
\Gamma(m, p_i, \Omega) = \frac{\sum_{j=1}^{m + (\tau, k)} T E(m, p_i, \tau)}{m + (\tau, k)}
$$

(13)

5.3 PackageBLAST’s General Architecture

PackageBLAST was designed as a grid service over Globus 3, based on Web Services and Java (figure 1).

The module $Generate Work Units$ is the core of the PSS mechanism. It calculates the weight of each slave node and decides how many work units will be assigned to a particular slave node, according to the current allocation policy.

$Distribute Work Units$ is the module that is responsible by the communication between the master and slaves nodes. Finally, the module $Generate Reports$ obtains the intermediary outputs sent by the slave nodes through file transfer and merges them into a single BLAST output report.

In general, the following execution flow is executed. The master node starts execution and waits for slave connections. To start processing, a minimum number of slaves must register into the master node, by calling a master grid service. After receiving connections from the slaves, the master uses the Globus 3 notification mechanism to inform them about their initial segments to compare. The slaves process $\tau$ database segments and notify the master, which uses this information to compute the next allocation block size based on the selected allocation strategy and the weight provided by PSS. Then, the master sends a XML message to the slave informing its new segments to process. This flow continues until all segments are processed.

6 Experimental Results

$PackageBLAST$ was evaluated in a 16-node heterogeneous grid testbed, composed by two laboratories (LABPOS and LAICO), interconnected by the University of Brasilia network at 100Mbps. Eleven desktops were used (P01-11) in LABPOS and four desktops (L01-04) and a notebook (NB) were used in LAICO. All grid nodes were Linux machines with Globus Toolkit 3.2.1, NCBI BLAST 2.2.10 and Java Virtual Machine 1.4.2. Hardware features of each group of machines are given in table 1.

<table>
<thead>
<tr>
<th>Node Names</th>
<th>CPU</th>
<th>Memory</th>
<th>HD</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>Intel Xeon</td>
<td>3.2GHz</td>
<td>80 GB</td>
</tr>
<tr>
<td>L01, L02, L03</td>
<td>AMD 1.7GHz</td>
<td>256 MB</td>
<td>30 GB</td>
</tr>
<tr>
<td>L04</td>
<td>Pentium III</td>
<td>1.5GHz</td>
<td>160 MB</td>
</tr>
<tr>
<td>P01, P02, P03, P04, P05, P06, P07, P08, P09, P10</td>
<td>AMD 1GHz</td>
<td>256 MB</td>
<td>20 GB</td>
</tr>
<tr>
<td>P11</td>
<td>AMD 900 MHz</td>
<td>128 MB</td>
<td>20 GB</td>
</tr>
</tbody>
</table>

Table 1. Characteristics of the grid testbed.

For the tests, we created heterogeneous grid configurations composed by 2, 4, 8 and 16 computing nodes. The machines that composed each grid configuration are listed in table 2.

In our tests, we used the genetic database nr, which has a size of 1.2GB, and was obtained from the NCBI
Table 2. Grid Configurations

<table>
<thead>
<tr>
<th>Grid configuration</th>
<th>Machines</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 nodes</td>
<td>NB, L04</td>
</tr>
<tr>
<td>4 nodes</td>
<td>NB, L01, P01, L04</td>
</tr>
<tr>
<td>8 nodes</td>
<td>NB, L01, L02, L03, P01, P02, P11, L04</td>
</tr>
<tr>
<td>16 nodes</td>
<td>NB, L01, L02, L03, P01, P02, P03, P04, P05, P06, P07, P08, P09, P10, P11, L04</td>
</tr>
</tbody>
</table>

6.1 PackageBLAST Evaluation

In order to investigate the performance gains of PackageBLAST, we executed BLASTX in 2, 4, 8 and 16 grid nodes. Each BLAST search compared the 10KB DNA sequence against the nr genetic database segmented in 167 parts of 5 million characters each. Five allocation strategies were employed in the tests.

To calculate the absolute speedups, the BLAST sequential version was executed with the nr unsegmented database in machines with distinct hardware configurations. The total execution times obtained with the serial execution on each machine were used to compute speedups. Execution times for allocation strategies are presented in table 3.

<table>
<thead>
<tr>
<th>Allocation Strategy</th>
<th>2 nodes</th>
<th>4 nodes</th>
<th>8 nodes</th>
<th>16 nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>FIXED</td>
<td>2037</td>
<td>999</td>
<td>491</td>
<td>222</td>
</tr>
<tr>
<td>SS</td>
<td>1112</td>
<td>514</td>
<td>246</td>
<td>134</td>
</tr>
<tr>
<td>TSS</td>
<td>1296</td>
<td>570</td>
<td>256</td>
<td>143</td>
</tr>
<tr>
<td>GSS</td>
<td>1115</td>
<td>535</td>
<td>250</td>
<td>127</td>
</tr>
<tr>
<td>FAC2</td>
<td>1187</td>
<td>514</td>
<td>266</td>
<td>142</td>
</tr>
</tbody>
</table>

Table 3. Execution times (in seconds) for BLASTX execution in grid environment.

Figure 2 shows a plot of packageBLAST speedup, considering the best execution time for a given number of nodes. As can be seen in this figure, PackageBLAST achieved very good speedups. Considering the worst (L04), average (P01) and best (NB) node in the grid, the speedups obtained were superlinear, close to linear and sublinear, respectively. However, the speedup obtained in the NB case (11.28) for 16 machines, is a very good one, considering the differences in hardware among the machines.

In table 3, it can also be noticed that there is no allocation strategy that always reaches the best execution time. For instance, the best execution times for 8 and 16 nodes were obtained with the SS and GSS strategies, respectively.

To evaluate the PSS strategy, we executed PackageBLAST with the same BLAST search with 16 grid nodes, introducing local workload in nodes L01, L02, P01 and P02. The load was started simultaneously 30 seconds after the beginning of the BLAST search and consisted of the execution of the formatdb application over the nr database. Three scenarios were simulated: 1) with the PSS strategy, but without workload (PSS); 2) with the PSS strategy and workload (PSS 2x), to use grid environment knowledge obtained in the preceding iteration; and 3) Execution without PSS and with workload (without PSS). Data gathered in our experiments are presented in table 4.

<table>
<thead>
<tr>
<th>Allocation</th>
<th>Strategy</th>
<th>(1) with PSS</th>
<th>(2) PSS 2x</th>
<th>(3) without PSS</th>
<th>Gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed</td>
<td>316</td>
<td>134</td>
<td>393</td>
<td>113.5%</td>
<td></td>
</tr>
<tr>
<td>SS</td>
<td>186</td>
<td>177</td>
<td>179</td>
<td>1.13%</td>
<td></td>
</tr>
<tr>
<td>TSS</td>
<td>160</td>
<td>162</td>
<td>171</td>
<td>5.66%</td>
<td></td>
</tr>
<tr>
<td>GSS</td>
<td>149</td>
<td>159</td>
<td>339</td>
<td>113.21%</td>
<td></td>
</tr>
<tr>
<td>FAC2</td>
<td>156</td>
<td>165</td>
<td>153</td>
<td>-7.27%</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. PSS strategy evaluation in 16 nodes with local workload.

As expected, the allocation strategies that assign a large amount of work to the nodes (fixed and GSS) obtained great benefit from using PSS (113.59% and 113.21%, respectively). This is due to the fact that a slow node can easily become a bottleneck in these strategies. For instance, when using the fixed strategy without PSS (table 4), 10 segments are assigned to each node. In our testbed, the slowest machine (L04) clearly became a bottleneck. In the second time PSS executes (table 4), the weight assigned to L04 was 0.59 and that made it process 5 segments instead of 10. Since GSS assigns at the beginning of the computation a great
amount of work to the nodes, a great benefit can also be obtained from PSS.

Among the remaining strategies, TSS was the one that obtained the best benefit from PSS (a reduction of 5.56% in its total execution time). SS obtained a very small benefit from using PSS (1.13%) and FAC2 experimented an augmentation in its execution time when using PSS.

We repeated this test in a configuration with 8 machines, and the results obtained are shown in table 5. In this case, the load was introduced in nodes L01 and P01.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed</td>
<td>487</td>
<td>376</td>
<td>480</td>
<td>27.66%</td>
</tr>
<tr>
<td>SS</td>
<td>293</td>
<td>307</td>
<td>179</td>
<td>-4.56%</td>
</tr>
<tr>
<td>TSS</td>
<td>278</td>
<td>292</td>
<td>329</td>
<td>12.67%</td>
</tr>
<tr>
<td>GSS</td>
<td>275</td>
<td>289</td>
<td>331</td>
<td>14.54%</td>
</tr>
<tr>
<td>FAC2</td>
<td>281</td>
<td>288</td>
<td>298</td>
<td>3.47%</td>
</tr>
</tbody>
</table>

Table 5. PSS strategy evaluation in 8 nodes with local workload.

In table 5, the best performance gain was also obtained by the use of PSS with the fixed strategy. The use of PSS with GSS and TSS also obtained considerable gains (14.53% and 12.67%, respectively). As in the preceding case, FAC2 and SS obtained small benefit from PSS. However, the behavior observed for these two policies was the opposite of the previous case since, for 8 nodes, it was SS that experimented an augmentation on the execution time.

We varied the PSS parameters τ (number of database segments processed between two notifications) and Ω (number of notifications used to compute PSS) (section 3) to evaluate the PSS behavior in the following scenario in a four-node grid. In this experiment, a three-minute local workload (formatdb) was introduced in node P01 when the last task of the first TSS allocation starts. The goal here was to evaluate the impact of medium-lived local tasks in PSS. Figure 3 presents the gains obtained. In this figure, "PSS" represents the first execution of PSS, where the local load was introduced and "PSS 2x" represents the second execution of PSS. In scenario 1, "PSS 2x" does not contain local workload (short-lived task) while scenario 2 contains it (long-lived task).

In this scenario, the local load finishes its execution before the BLAST search ends. On the average, intermediate values for τ and Ω (2,2) led to better performance gains.

In PackageBLAST, the number of allocation messages exchanged by the master and a slave depends on the allocation policy and on the weight assigned to a node. Table 6 presents the total number of allocation messages sent by the master node in the four-node grid (table 2) using TSS (section 3). The same variation of τ and Ω presented in figure 3 was analyzed here. The percentual gain in execution time obtained with PSS and with PSS2x are also presented.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Gain PSS</th>
<th>Gain PSS2x</th>
<th>Mgs without PSS</th>
<th>Mgs PSS</th>
<th>Mgs PSS2x</th>
</tr>
</thead>
<tbody>
<tr>
<td>τ = 1, Ω = 1</td>
<td>6.92%</td>
<td>10.21%</td>
<td>17</td>
<td>14</td>
<td>27</td>
</tr>
<tr>
<td>τ = 2, Ω = 2</td>
<td>6.10%</td>
<td>11.03%</td>
<td>17</td>
<td>13</td>
<td>22</td>
</tr>
<tr>
<td>τ = 3, Ω = 3</td>
<td>8.62%</td>
<td>9.54%</td>
<td>17</td>
<td>15</td>
<td>17</td>
</tr>
<tr>
<td>τ = 5, Ω = 4</td>
<td>3.63%</td>
<td>10.62%</td>
<td>17</td>
<td>13</td>
<td>18</td>
</tr>
</tbody>
</table>

Table 6. Percentual gains in execution time and the total number of allocation messages.

For all cases, in the first execution of PSS, the number of messages decreases, when compared to the execution without PSS (table 6). However, in the second execution of PSS, the number of messages is increased for all variations of parameters. Nevertheless, this augmentation leads to better execution times (Gain PSS2x). This indicates that PSS is assigning more segments of smaller size to the grid nodes. As can be seen in table 3, SS presents very good execution times in our environment so, despite the increase in the number of messages exchanged, PSS decides to reduce the size of the allocation blocks.

<table>
<thead>
<tr>
<th>strategy</th>
<th>4-node 10KB</th>
<th>4-node 30KB</th>
<th>8-node 10KB</th>
<th>8-node 36KB</th>
</tr>
</thead>
<tbody>
<tr>
<td>SS</td>
<td>514</td>
<td>2446</td>
<td>246</td>
<td>1319</td>
</tr>
<tr>
<td>TSS</td>
<td>547</td>
<td>2425</td>
<td>259</td>
<td>1328</td>
</tr>
<tr>
<td>GSS</td>
<td>515</td>
<td>2406</td>
<td>245</td>
<td>1329</td>
</tr>
</tbody>
</table>

Table 7. Execution time (seconds) obtained with 10KB and 36KB sequences.
In order to evaluate the impact of the query sequence size on our mechanism, we used sequences of 10KB and 36KB in a four-node and eight-node grid with PSS and the SS, TSS and GSS strategies (table 7). In this test, we can see that the best execution times were obtained with GSS and SS, in our eight-node grid, with 10KB and 36KB query sequences, respectively. Also, we observed a great augmentation on the execution time. For a sequence 3.6 times larger, the average execution time augmented 5.3 times, in the eight-node grid. This occurs due to BLAST characteristics and a similar result has been reported in [6].

7 Conclusion

In this article, we evaluated PackageBLAST, an adaptive multi-policy grid service to execute master/slave BLAST searches in a grid environment.

The results collected by running PackageBLAST with five allocation policies in a 16-machine grid testbed were very good. In order to compare a 10KB real DNA sequence against the nr genetic database, we were able to reduce execution time from 30,88 min to 2.11 min. Also, we showed that, in our testbed, there is no allocation policy that always achieves the best performance and that makes evident the importance of providing multiple policies. Moreover, we showed that the introduction of PSS in a grid environment with local workload led to very good performance gains for some policies (mainly fixed, GSS and TSS).

As future work, we intend to run PackageBLAST in a geographically dispersed grid testbed in order to evaluate the impact of high network latencies in the allocation policies and in PSS. In addition to that, we intend to implement and evaluate the module Generate Reports, which is responsible to merge the results obtained by the slave nodes. We also plan to integrate a fault tolerance mechanism to PackageBLAST.
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