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Abstract

Current trends in high-performance parallel computers
show that fat-tree interconnection networks are one of the
most popular topologies. The particular characteristics of
this topology, that provide multiple alternative paths for
each source/destination pair, make it an excellent candi-
date for applying power consumption reduction techniques.
Such techniques are being increasingly applied in computer
systems and the interconnection network is not an excep-
tion, since its contribution to the system power budget is
not negligible. In this paper, we present a mechanism that
dynamically switches on and off network links as a function
of traffic. The mechanism is designed to guarantee network
connectivity, according to the underlying routing algorithm.
In this way, the default routing algorithm can be used re-
gardless of the power saving actions taken, thus simplifying
router design. Our simulation results show that significant
network power consumption reductions can be obtained at
no cost. Latency remains the same although the number of
operating network links is dynamically adjusted.

1 Introduction and Motivation

Nowadays a growing number of high performance com-
puting systems are clusters. This is the chosen architec-
ture of 360 out of 500 systems listed in the November 2005
edition of the Top500 Supercomputers sites [1]. This rep-
resents 72% of the computers in the list (one year before,
only 58.8% of the systems in the list were clusters). A sig-
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nificant fraction of these clusters use fat-tree interconnec-
tion networks due to its high bisection bandwidth and ease
of application mapping for arbitrary communication topolo-
gies [9]. But most applications have communication topol-
ogy requirements that are far less than the total connectivity
provided by fat-trees. Vetter and Mueller show that applica-
tions that scale most efficiently to large numbers of proces-
sors use point-to-point communications patterns where the
average number of distinct destinations is relatively small
[16]. This provides strong evidence that many application
communication topologies exercise a small fraction of the
resources provided by fat-trees [10]. Moreover, traffic in an
interconnection network exhibits high spatial and temporal
variance, giving rise to inactivity periods at several links in
the network [14]. Thus, there is a chance to reduce power
consumption by dynamically switching on/off links based
on their traffic while running a set of applications. These
power reduction techniques are relevant if we take into ac-
count that the interconnection network consumes an impor-
tant part of a cluster total power consumption. For example,
the routers and links in a Mellanox server blade, consume
almost the same power as that of a processor (15W), and is
about 37% of the total power budget [7].

Several power reduction techniques have been proposed
for interconnection networks. Most of them are based on
Dynamic Voltage Scaling (DVS). DVS was originally pro-
posed, and now is widely deployed, for microprocessors.
When applied to networks, this approach allows DVS links
to work in a discrete range of frequencies and supply volt-
ages, which leads to different levels of power consump-
tion in response to their traffic utilization. For example,
Soteriou, Eisley and Peh propose a DVS model in which
links can take ten discrete frequency levels and correspond-
ing voltage levels [12]. The history-based DVS policy pro-
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poses to use past network utilization to predict future traf-
fic, therefore tuning dynamically link frequency and volt-
age to reduce network power consumption [11]. Chen et
al. use DVS policies in optoelectronic links [4]. Stine and
Carter compare DVS with the use of adaptive routing in
non DVS links, showing that, as long as the network pro-
vides enough bandwidth to meet the needs of the appli-
cation, an adaptively-routed network can improve latency
with the same power consumption [15]. The drawback of
DVS is that it requires a sophisticated hardware mechanism
to ensure correct link operation during scaling. Moreover,
DVS links continue to consume power even while idle.

Other techniques are based on the use of on/off links that
are selectively switched on and off according to their uti-
lization [7, 13, 14]. In order to avoid deadlocks, adaptive
routing algorithms must be used. Kim et al. also investigate
hybrid techniques based on both DVS and on/off links. The
idea is to shut down DVS links when traffic drops to very
low levels [7].

Following a different approach, the DALW (Dynami-
cally Adjusting Link Width) algorithm adjusts link width
according to network load [2]. As it never completely
switches off links, the same routing algorithm can be used
regardless of the power consumption level, which simpli-
fies the router design. Its main drawback is that average
packet latency is increased for low network loads due to the
bandwidth reduction derived from thinner links. A different
approach is proposed for interconnection networks that use
regular topologies based on high-degree switches [3]. The
power saving mechanism is based on aggregating the links
into trunk links and dynamically turning on and off network
links as a function of their traffic. In this case the latency
penalty for low loads is significantly lower than in DALW
since link bandwidth is not reduced.

In this paper, we present a new method to reduce power
consumption in fat-trees based on the use of on/off links.

The rest of the paper is organized as follows. Section 2
briefly introduces the formal aspects of k-ary n-trees, a par-
ticular class of fat-trees, together with its routing basis. The
proposed power saving mechanism is described in Section
3. A simulation-based evaluation is presented in Section 4
and, finally, some conclusions are drawn in Section 5.

2 Fat-trees

A k-ary n-tree is composed of N = kn processing nodes
and S = nkn−1 k×k switches. Processing nodes are iden-
tified by 〈p0, p1, . . . pn−1〉 where pi ∈ {0, 1, . . . , k − 1}
for 0 ≤ i ≤ n − 1, and each switch is identified by
〈w0, w1, . . . wn−2, l〉, where wi ∈ {0, 1, . . . , k − 1} for
0 ≤ i ≤ n − 2 and l ∈ {0, 1, . . . , n − 1} is the level of
the switch (0 is the root level).

• Two given switches, 〈w0, w1, . . . wn−2, l〉 and
〈w′

0, w
′

1, . . . w
′

n−2, l
′〉 are connected if and only if

l′ = l + 1 and wi = w′

i for all i �= l. The link
connecting both switches is labeled with w′

l on the
level l switch and with k + wl on the l′ switch.

Thus, each switch has 2k outgoing links: k of these
connected to the level l + 1 switches or processing
nodes (down links) and the remaining k to the level
l − 1 switches (up links).

• There is a link between the switch in the bottom
level 〈w0, w1, . . . wn−2, n − 1〉 and the processing
node 〈p0, p1, . . . pn−1〉 if and only if wi = pi ∀i ∈
{0 . . . n − 2}.

The labeling scheme shown in the previous definitions
makes the k-ary n-tree a delta network: any path start-
ing from a level 0 switch and leading to a given node
〈p0, p1, . . . , pn−1〉 traverses the same sequence of edge la-
bels: p0, p1, . . . , pn−1 [6]. An example of such labeling is
shown in Figure 1, for a quaternary fat-tree of dimension 3
(64-node network), that is, a 4-ary 3-tree.

Minimal routing between any pair of processing nodes
can be accomplished by sending the message to one of the
nearest common ancestor switches and from there to the
destination. Hence, each message experiences two routing
phases: an ascending phase, from the processing node to a
nearest common ancestor, followed by a descending phase
to the destination node. While the descending phase is nec-
essarily deterministic, since there is a single path from a
nearest common ancestor switch to the destination, there
could be alternative routes to reach a nearest common an-
cestor. The availability of alternative routes makes it possi-
ble to randomly choose ascending links or even implement-
ing an adaptive algorithm that makes a decision according
to the local state of the switch, avoiding congested links.
The latter option is used by the routing algorithm used by
the Quadrics interconnection network, one of the most pop-
ular commercial fat-tree based networks [8].

3 Description of the Power Saving Mecha-
nism

The basic idea behind the proposed mechanism is dy-
namically switching links on/off as a function of the re-
quired network throughput. In our model, we consider bidi-
rectional links that can be turned on/off in a given direction,
either ascending or descending. For doing so, every switch
in the network measures outgoing traffic and controls the
status of the outgoing links depending on traffic variations.
A subset of network links, which is defined as the Minimal
Tree, cannot be switched off in order to maintain the net-
work connectivity. As stated below, this bounds the achiev-
able level of power saving.
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Figure 1. 4-ary 3-tree node, switch and edge labels.

Given a k-ary n-tree, the Minimal Tree (MT) is the sub-
set of the k-ary n-tree composed of all the processing nodes,
a subset of the communication switches, and the edges be-
tween them, as defined in Section 2.

A switch 〈w0, w1, . . . wn−2, l〉 belongs to the MT if one
of the following properties holds:

1. l < n − 1 and wi = 0 ∀i ∈ {l, . . . , n − 2}.

2. l = n− 1 (all the switches in the level n− 1 belong to
the MT).

The Minimal Tree of a quaternary fat tree of dimension
3 (4-ary 3-tree) is shown in Figure 2.

The MT is composed of the switches that cannot be
turned off, as they provide the minimum paths needed to
maintain all the processing nodes connected. Within these
switches, all the down links, and the up link with index k

also belong to the Minimal Tree. Thus, there are k +1 links
in the MT per switch in the MT (except the root switch:
only its k down links are in the MT). The links that connect
the N = kn processing nodes with the switches also belong
to the MT.

The number of switches in the MT is:

|MTS | = kn−1 + kn−2 + . . . + k + 1 =
1 − kn

1 − k

The number of (unidirectional) links in the MT is:

|MTL| = (k + 1)|MTS | − 1 + kn = 2k|MTS |

Considering only the link power consumption, the min-
imum relative power consumption is given by the ratio be-
tween the number of links in the minimal tree and the total
number or links in the fat-tree:

pmin =
|MTL|

2kS
=

|MTS |

S

For a 4-ary 3-tree, |MTS | = 21, |MTL| = 168, and
pmin = 0.4375

Another key issue of the proposed mechanism is that it
allows the same routing algorithm to be used. In this way
the implementation of the network switches is greatly sim-
plified.

The power saving mechanism controls the network links
state according to the following general rules:

• Up links: the utilization of the up links of a given
switch is used to decide whether to turn on or turn off
up links. This decision propagates upward to guaran-
tee at least one path to level 0 switches (this is required
to provide a path to every destination), and downward
to guarantee descending routes to processors (for the
same reason).

• Down links: these links are turned on/off all at once.
Down links at a given switch are turned off when that
switch cannot receive descending traffic, that is, when
all its input links (from upper or lower levels) have
been turned off. Those links will be turned on again
when an input link is turned on.

• A switch can be moved to a standby state in the case
that all the incoming links, both from the upper and
lower levels, are inactive. In this case, the only func-
tionality needed is detecting the activation of an in-
coming link. In this paper we do not consider the addi-
tional power reduction that can be obtained by moving
the switches to the standby state.

Taking into account the above general considerations the
behavior of a given switch will be conditioned by its level
in the network.

Level n − 1 switches. All the switches in this level belong
to the Minimal Tree. For these switches, the utiliza-
tion of each up link is measured. Periodically, the av-
erage utilization of all the up links in a switch, uup,
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Figure 2. 4-ary 3-tree Minimal Tree.

is obtained. Two thresholds are defined: Uoff is the
turn off threshold, and Uon is the turn on threshold. If
uup < Uoff one of the up links is turned off. The first
link to be turned off is 2k − 1, then 2k − 2, and so on.
The link k cannot be turned off, as it belongs to the
MT and provides the minimum connectivity with the
upper level. When the load is low, this disconnection
sequence concentrates the traffic in few switches at the
upper level, favoring the power saving strategy.

When uup > Uon, an inactive up link is turned on. The
selected link is the one with lower index.

Down links in level n − 1 cannot be turned off as they
belong to the MT and provide connectivity to the pro-
cessing nodes.

Level 1 to n − 2 switches. If a switch belongs to the MT,
then it performs exactly as described for the switches
in level n − 1. All the switches that do not belong to
the MT use the following power saving mechanism.

When a switch detects that an input ascending link
(connected to a down port at this level) has been turned
off (initiates its transition from on to off), it turns off
an up link. Specifically, when it detects that the link
attached to port i is being turned off, it turns off the up
link i + k. As it will receive less traffic from the lower
level, it needs less bandwidth to the upper level. This
policy achieves a balance between the incoming traffic
from lower levels and the outgoing traffic to upper lev-
els. If all the incoming links from the lower level are
turned off, all the outgoing links to the upper level can
be disconnected, as the switch will not receive ascend-
ing traffic.

When the switch detects that an incoming link from
the lower level is being turned on (it begins its transi-
tion from off to on), the switch immediately initiates
the turning on of the corresponding up link. Note that

both processes can take place simultaneously. More-
over, the connection of the up link could trigger more
reconnections in the upper levels.

Down links need a different approach as they do not
have the redundancy of the up links. A message can
not freely choose which down link to use in order to go
to the lower level, instead it must use the appropriate
down port (namely, a message addressed to a process-
ing node 〈p0, p1, . . . , pn−1〉 must use the pl port in the
level l). While a switch has active incoming links from
the upper or lower levels, all the down links must be in
the on state, as they provide the necessary connectivity
for the descendant messages.

When all the incoming links of the switch are turned
off, additional power saving could be achieved by
moving to the standby state and turning off different
switch components (e.g., buffers). As soon as one in-
coming link initiates its activation process, the switch
returns to the active state and all its down links are
turned on to provide descending paths to the proces-
sor nodes. In the particular case the switch is activated
by an ascending incoming link, in addition to all its
down links one up link is turned on too. This is neces-
sary to guarantee ascending messages can reach all the
possible destinations.

Level 0 switches. Switches in this level do not have up
links. Only one switch in this level, 〈0, 0, . . . , 0〉, be-
longs to the Minimal Tree. This is the root of the
Minimal Tree. There is no need for any power sav-
ing mechanism in this switch because its output links
will be always active. For the other switches in this
level the following policy applies. When all the in-
coming links from the level 1 are turned off, all the
down links can be disconnected, as the switch will not
receive any traffic. In this case, the switches can be
moved to a standby state, providing an additional re-



duction in power consumption.

The behavior of the system greatly relies on the pair of
thresholds (Uon and Uoff ) used by the power saving mech-
anism. The effect of these two parameters can be analyzed
in terms of two complementary aspects:

• Mechanism aggressiveness: this is controlled by
the average value of the thresholds, Uavg (Uavg =
Uon+Uoff

2
). High average thresholds provide an ag-

gressive policy, since the mechanism keeps links dis-
connected even with high loads. On the other hand,
if Uavgis low, a conservative policy is applied since
power savings are only tried for low loads.

• Mechanism responsiveness: the hysteresis band, de-
fined by the difference Uon − Uoff , controls the mech-
anism responsiveness against traffic variations. Higher
hysteresis bands will require higher traffic variations
for the mechanism to be activated, while lower traffic
variations will not modify the system status, and vice
versa.

According to the above considerations, our proposal can
be tuned to meet different requirements by adjusting aggres-
siveness and responsiveness. However, a number of limita-
tions apply to the set of possible threshold values. First of
all, Uon must be higher than Uoff . In addition, it has to be
guaranteed that Uoff > 0. Finally, an additional limitation
that depends on the particular system configuration must be
taken into account. This constraint is conditioned by the
fraction of up link bandwidth available for each switch state.
We have performed an in-depth analysis of this effect for
high-degree switches [3]. The conclusions we obtained can
be easily translated to fat-tree networks. Every time an as-
cending link is turned off the load of the remaining active
links increases. The highest increase in load is produced
when moving from two ascending active links to one, when
the load is multiplied by two. In order to avoid cyclic state
transitions, Uon must be higher than or equal to 2 · Uoff . In
the worst case, the increase on average up link utilization
when turning off up links will not be high enough to make
the links go back to the previous state.

The use of constant thresholds, simplifies the implemen-
tation of the mechanism, as there is only necessary to com-
pare with a unique pair of thresholds. Notice that this re-
quires to measure the switch utilization (in the ascending
direction) considering the actual bandwidth of the on links.

4 Performance Evaluation

In this section, we evaluate the power saving strategy
proposed in the paper. Using simulation, we study the ex-
isting trade-off between power reduction and latency. We

analyze the influence of the most important design parame-
ters, namely thresholds Uon and Uoff . The metrics used in
this study are the average latency of a message (measured
from generation to delivery time) and the relative power
consumption of the links as compared with the default sys-
tem. Although the switches can be moved to the standby
state we do not measure the impact on power consumption
as we focused exclusively on the links.

4.1 Network model

Our simulator models a wormhole switching network at
the flit level [5]. The network is composed of two types
of nodes, switch nodes and processor nodes. The switches
contain a routing control unit, a crossbar and as many phys-
ical links as indicated by the network arity. Physical chan-
nels are split into three virtual channels. Each virtual chan-
nel has an associated buffer with capacity for four flits. Ev-
ery switch implements the power saving mechanism pre-
sented in this paper. The results presented in this paper have
been obtained for quaternary fat-trees of dimension 3 (64
nodes).

4.2 Traffic model

The network load is defined by several parameters: the
message generation rate at each node, the message size, and
the destination of each message.

The experiments reported in this section are used to ana-
lyze the static and dynamic behavior of the proposed power
saving mechanism. First, the network performance is eval-
uated by using a constant message generation rate. In this
case, the full range of traffic, from low load to saturation
is evaluated. After that, experiments aimed at studying the
dynamic behavior of the network are presented. These tests
use variable generation rates during the simulation. In all
the experiments, a synthetic workload based on the uniform
distribution is used. All the nodes in the network have the
same behavior: the message inter arrival time is generated
according to the workload type, the message length is fixed
to 16 flits and, the destination node for each message is cho-
sen among all the nodes in the network (except the source
node) with the same probability.

4.3 Parameters of the proposed mecha-
nism

As explained in Section 3, at a given time the operational
level of a link depends on its utilization. The dynamics of
the model is driven by the off threshold Uoff and the on
threshold Uon. In the following figures, we explore the de-
sign space by selecting different values of Uoff and Uon in



order to achieve different goals of responsiveness and ag-
gressiveness for the power saving mechanism.

On the other hand, a link cannot be instantaneously
turned on, but it requires a time Ton. Turning off a link
also needs some time Toff to decrease the circuit voltage
level to zero. When a link is turned off, we assume that it
becomes immediately unavailable but it continues consum-
ing power until Toff cycles have elapsed. Similarly, when
a link is turned on, the new link is available to messages
after Ton cycles, but power consumption increases at once.
Based on the values reported by other authors, we have used
Ton = Toff = 1000 clock cycles [7]. The state of the net-
work is periodically checked to decide if it is necessary to
turn on or off any link. We use a period greater than Ton

and Toff in order to allow network stabilization after the
changes. Specifically, the check period used is 2000 clock
cycles.

4.4 Performance and power consumption
results

Several experiments have been conducted to analyze
the network behavior when the power saving mechanism
works with different average thresholds and, hence, differ-
ent power saving policies. Average thresholds of 0.5, 0.6,
and 0.7 have been tested with hysteresis bands of 0.3, 0.4,
and 0.5. These test points, whose results are shown on Fig-
ure 4, provide system configurations with different aggres-
siveness and responsiveness properties. The labels on the
graphs indicate the thresholds in the format Uoff − Uon. As
expected, higher power savings can be obtained when the
policy is more aggressive, that is, the traffic necessary to
get the network to the full connected state (highest power
consumption) increases with higher uavg, as seen in Fig-
ure 4 (c). In addition, when keeping the average threshold
constant, the narrower the hysteresis band, the higher the
power saving; this is due to the increase in the off threshold
when reducing the hysteresis band, for a constant average,
that makes the switch to disconnect links with higher loads.
The minimum power consumption achieved for the reported
experiments is 50% of the nominal value which is consis-
tent with the theoretical limit defined in Section 3 that, for
a 4-ary 3-tree is 43.75%.

An important result is that there is no latency penalty
since the resulting latency when applying the power sav-
ing mechanism exactly matches the nominal latency, when
no power saving mechanism is applied. For the experiments
we have performed, no performance penalty have been mea-
sured. Only the graph with uavg = 0.5 is shown since
the latency is not affected by the mechanism (Figure 3).
This is due to the fact that the alternative paths fat-tree net-
works provide can be switched off for low network loads
while the Minimal Tree links still provide connectivity at
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full bandwidth. When the load increases links are rapidly
reconnected, providing additional bandwidth. As a result,
depending on the traffic conditions of the network, links are
turned off and turned on reducing power consumption with
no impact on network latency.

In order to analyze the dynamic behavior of the proposed
mechanism, simulations using a two-level load have been
run. The simulation is initiated with low traffic. After a
period of time, the load grows smoothly following a con-
stant increase rate, up to a value seven times greater than the
initial load. This high load remains during 60000 cycles.
Then, the input traffic decreases again with constant rate
down to the previous low load value. In this way, this test
can illustrate the system behavior under rising and falling
load slopes. The results are shown in Figure 5.

Initially all the links in the network are switched on. As
the initial traffic is low, the power saving mechanism begins
to turn off links. This disconnection proceeds until switch
utilization balances with the power saving thresholds. At
this moment, the consumption of the network is reduced to a
67% of its nominal value (see Figure 5 (c), while latency re-
mains constant (Figure 5 (b). As the traffic grows, the power
consumption increases due to the reconnection of links that
have been previously turned off. Eventually, all links be-
come active. When the traffic reaches its highest value and
all links are fully operational, the latency becomes stable in
the same value achieved by the network when no power re-
duction technique is in use (Figure 3). The downward slope
of the traffic is followed by a decrease in latency and power
consumption. As can be seen from the results the latency is
insensitive to the power saving mechanism.
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Figure 4. Results with constant uavg and dif-
ferent hysteresis ratios.

5 Conclusions

In this paper, we presented a new mechanism to reduce
power consumption in interconnection networks that use
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Figure 5. Results with variable injection rates
and Uoff = 0.3 and Uon = 0.65.

fat-tree topologies based on constant arity switches, k-ary
n-trees. One important contribution of our mechanism is
its simple implementation and the fact that the underlying



routing algorithm does not need to be changed.
Our results, obtained by simulation on a 4-ary 3-tree net-

work show that significant power savings can be obtained
with no performance penalty. This is a very powerful result
since any reduction in power consumption will be obtained
at no performance cost. The path diversity provided by fat-
tree networks makes it possible to turn off some links when
the network load is low while alternative links provide their
full bandwidth.
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ato. Power saving in regular interconnection networks built
with high-degree switches. In Proceedings of the 2005 In-
ternational Parallel and Distributed Processing Symposium
(IPDPS 2005), Denver, Colorado, USA, 2005.

[4] X. Chen, L.-S. Peh, G.-Y. Wei, Y.-K. Huang, and P. Prucnal.
Exploring the design space of power-aware opto-electronic
network systems. In Proc. of the 11th Int. Symposium
on High-Performance Computer Architecture (HPCA-11),
pages 120–131, Feb 2005.

[5] J. Duato. A New Theory of Deadlock-Free Adaptive Rout-
ing in Wormhole Networks. 4(12):1320–1331, Dec. 1993.

[6] J. Duato, S. Yalamanchili, and L. Ni. Interconnection Net-
works: an Engineering Approach. Morgan Kaufmann, Au-
gust 2002.

[7] E. J. Kim et al. Energy optimization techniques in cluster
interconnects. In Proc. of the Int. Symposium on Low Power
Electronics and Design (ISLPED’03), pages 459–464, Aug
2003.

[8] F. Petrini, W. chun Feng, A. Hoisie, S. Coll, and E. Frachten-
berg. The Quadrics Network: High Performance Clustering
Technology. IEEE Micro, 22(1):46–57, January-February
2002.

[9] F. Petrini and M. Vanneschi. Performance analysis of worm-
hole routed k-ary n-trees. Int. Journal on Foundations of
Computer Science, 9(2):157–177, June 1998.

[10] J. Shalf, S. Kamil, L. Oliker, and D. Skinner. Analyz-
ing ultrascale application communication requirements for
a reconfigurable hybrid interconnect. In Super Computing,
2005.

[11] L. Shang, L.-S. Peh, and N. K. Jha. Dynamic voltage scal-
ing with links for power optimization of interconnection net-
works. In Proceedings of the 9th Int. Symposium on High-
Performance Computer Architecture (HPCA-9), pages 79–
90, Anaheim, CA, January 2003.

[12] V. Soteriou, N. Eisley, and L.-S. Peh. Software-directed
power-aware interconnection networks. In Proceedings of
the Int. Conference on Compilers, Architecture and Synthe-
sis for Embedded Systems (CASES), San Francisco, Septem-
ber 2005.

[13] V. Soteriou and L.-S. Peh. Dynamic power management
for power optimization of interconnection networks using
on/off links. In Proceedings of the 11th Symposium on
High Performance Interconnects (Hot Interconnects), Stan-
ford, CA, August 2003.

[14] V. Soteriou and L.-S. Peh. Design-space exploration of
power-aware on/off interconnection networks. In Pro-
ceedings of the 22nd Int. Conference on Computer Design
(ICCD’04), pages 510–517, San Jose, October 2004.

[15] J. M. Stine and N. P. Carter. Comparing adaptive routing and
dynamic voltage scaling for link power reduction. Computer
Architecture Letters, June 2004.

[16] J. Vetter and F. Mueller. Communication characteristics of
large-scale scientific applications for contemporary cluster
architectures. In Proc. Int. Parallel and Distributed Process-
ing Symposium (IPDPS), 2002.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveEPSInfo false
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.00333
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.00333
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00167
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /Description <<
    /JPN <FEFF3053306e8a2d5b9a306f300130d530a930f330c8306e57cb30818fbc307f3092884c308f305a3001753b50cf89e350cf5ea6308267004f4e9650306b62913048305f00200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e0074007300200050004400460020006100760065006300200075006e00650020007200e90073006f006c007500740069006f006e0020006d0069006e0069006d0061006c0065002c002000730061006e007300200069006e0063006f00720070006f0072006500720020006c0065007300200070006f006c0069006300650073002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e0020006d006900740020006d0069006e0069006d0061006c00650072002000420069006c0064006100750066006c00f600730075006e006700200075006e00640020006f0068006e00650020005300630068007200690066007400650069006e00620065007400740075006e0067002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d006900740020002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d00610020007200650073006f006c007500e700e3006f00200064006500200069006d006100670065006d0020006d00ed006e0069006d006100200065002000730065006d00200069006e0063006f00720070006f0072006100e700e3006f00200064006500200066006f006e00740065002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e00300020006500200070006f00730074006500720069006f0072002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d00650064002000640065006e0020006d0069006e0064007300740065002000620069006c006c00650064006f0070006c00f80073006e0069006e00670020006f006700200069006e00670065006e00200069006e0074006500670072006500720069006e006700200061006600200073006b007200690066007400740079007000650072002e0020005000440046002d0064006f006b0075006d0065006e007400650072006e00650020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e0020006d00650074002000650065006e0020006d0069006e0069006d0061006c0065002000610066006200650065006c00640069006e00670073007200650073006f006c007500740069006500200065006e0020006700650065006e00200069006e006700650073006c006f00740065006e00200066006f006e00740073002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006e0020006c00610020007200650073006f006c00750063006900f3006e00200064006500200069006d006100670065006e0020006d00ed006e0069006d006100200079002000730069006e0020006600750065006e00740065007300200069006e006300720075007300740061006400610073002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f006900740020006c0075006f006400610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f00690073007300610020006f006e0020007000690065006e00690020006b007500760061006e0020007400610072006b006b007500750073002c002000650069006b00e400200061007300690061006b00690072006a006f006a0065006e00200066006f006e007400740065006a00610020006f006c0065002000750070006f00740065007400740075002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a0061002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000500044004600200063006f006e00200075006e00610020007200690073006f006c0075007a0069006f006e00650020006d0069006e0069006d006100200065002000730065006e007a00610020006c002700750073006f00200064006900200066006f006e007400200069006e0063006f00720070006f0072006100740069002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006d0069006e0069006d0075006d002000620069006c00640065006f00700070006c00f80073006e0069006e00670020006f006700200069006e00670065006e00200073006b00720069006600740069006e006e00620079006700670069006e0067002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e00740020006d006500640020006c00e400670073007400610020006d00f6006a006c006900670061002000620069006c0064007500700070006c00f60073006e0069006e00670020006f006300680020007500740061006e00200069006e006b006c00750064006500720069006e00670020006100760020007400650063006b0065006e0073006e006900740074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
    /ENU <FEFF00490045004500450020005300740061006e00640061007200640073>
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


