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Abstract

This paper exploits a previously developed analytical
modeling framework to compare several variations of the
basic flooding search strategy in unstructured decentral-
ized peer-to-peer (P2P) networks. The model predictions
are used to compute system-oriented performance indexes
(the average and the coefficient of variation of the num-
ber of query messages) as well as user-oriented measures
(the probability of finding at least one replica of a resource,
the average search time). The trade-off between the op-
timization of system-oriented measures and the improve-
ment of user-oriented quality indexes is investigated for sev-
eral variations of the basic flooding strategy suggesting that
adding control parameters to the basic flooding mechanism
might prove beneficial in this class of systems.

1. Introduction

The peer-to-peer (P2P) paradigm is becoming the ba-
sis for the development of several distributed networked
services and applications. Besides the widely known
file-sharing applications of (mostly) copyrighted au-
dio and video files new P2P-based application have started
to be adopted by Internet users, e.g., distributed grid com-
puting [1], storage [7], web cache [13], Internet telephony
[2], streaming [14, 25], conferencing [5], content distribu-
tion [17, 6]. Furthermore, file-sharing applications alone
are responsible for close to 80% of the entire overall traf-
fic in certain segments of the Internet [3].

The participants to the P2P-based application are
termed as peers whose typical activity cycle consists of
the location-retrieval-processing phases for a resource. Re-
sources may have several replicas distributed among peers
determining the resource popularity. In the so called de-
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centralized unstructured P2P networks [15] each peer is re-
sponsible for maintaining an index of the resources that
it is willing to share with the other peers in the net-
work. The lack of global knowledge on which peers own
a replica of a resource makes the process of locating a re-
source a rather complex task. We focus on the location
phase of resources in decentralized unstructured P2P net-
works.

Locating a resource in this context can be done using
blind or informed strategies. Roughly speaking, informed
strategies keep a certain level of additional information
of resource locations that speeds-up successive queries for
similar objects. Blind methods are those where peers only
have knowledge of other peers connected (at the application
level) to them (neighbors) with whom they self-organize in
an overlay network that forms the infrastructure on which
search for resources takes place. Blind methods can be
further divided in random walk based and flooding based
strategies. In random walk based search strategies peers for-
ward a query message to one randomly chosen neighbor at
each step until a maximum threshold on the number of steps
across the overlay network is reached. In the basic flooding
search strategy a peer sends a resource-location request to
all of its neighbors. This collection of neighbors may then
forward the request to all of their neighbors (excluding, of
course, the neighbor that sent the original request). These
neighbors may then propagate the request to all their neigh-
bors and so on up to a certain predefined maximum level.
Hence, resource discovery is performed by flooding the net-
work with resource-location request packets. We focus on
blind, flooding based search strategies.

These search strategies must be carefully designed in or-
der to achieve acceptable user satisfaction (a high hit prob-
ability) at a reasonable cost in terms of the traffic required
to spread a query from an originator to other network par-
ticipants that may own a replica of the requested resource.
In this paper we use the analytical framework proposed in
[10] to support the design of different search strategies that
can be used in decentralized unstructured P2P networks.

The analytical framework that we use is based on the



representation of the overlay network of a P2P-based ap-
plication as a generalized random graph (GRG) [21]. A
GRG models a snapshot of the topology of the P2P net-
work where vertices represent peers and edges represent
application-level connections between peers. GRGs are a
generalization of the classical random graph model [9] that
incorporates an arbitrary (but fixed) degree distribution;
edges are selected independently and uniformly over the
space of possible edges, constrained by the degree distribu-
tion. Although the connections among peers in the overlay
network yield a constantly and randomly changing topol-
ogy as the result of users joining and leaving the network, if
we assume that the time scale of search operations (the ob-
jective of our study) is much shorter than the time scale of
the P2P network topology evolution, we can reasonably as-
sume that at any instant in time the snapshot of the P2P net-
work topology can be viewed as an instance of a finite graph
of size N.

The analysis is based on the derivation of the generat-
ing functions of the probability distribution of the number
of query messages sent throughout the overlay network as
well as the number of replica of a resource found during the
search process. Well-known properties of generating func-
tions are exploited to numerically compute parameters of
the probability distribution that are used to evaluate the im-
pact of the overlay network topology on the performance
of flooding and to compare different variations of the ba-
sic flooding. The analysis of results suggests that improve-
ment of the basic flooding mechanism can be obtained by
introducing randomness in the forwarding of a query mes-
sage to neighbors and to let this probability depend on the
distance (expressed as the number of hops) from the query
originator. The natural conclusion of this paper is that blind
search methods that are based on flooding could be further
improved by adding tunable parameters to more finely con-
trol the amount of overhead traffic required to locate re-
sources.

The paper is organized as follows: Section 2 briefly
sketches previous work on the analytical modeling of P2P
networks that are related with our work. Section 3 summa-
rizes the main results derived in [10] and defines the per-
formance indexes we use to compare search strategies, Sec-
tion 4 presents and analyzes results we obtained, and Sec-
tion 5 draws conclusions and outlines future developments.

2. Related work

Besides [10] several papers have analyzed search strate-
gies for unstructured decentralized P2P. The paper in [18]
explores alternatives (expanding rings and random walks) to
the classical flooding search strategies by means of simula-
tion. The work in [12] exploits the theory of random graphs
to prove properties of a generalization of the search that

combines flooding and random walks. The work in [4] fo-
cuses on random walks and introduces a number of local
search strategies that utilize high degree nodes in power-
law graphs to reduce search time. The work in [11] quan-
tifies the effectiveness of random walks for searching and
construction of unstructured P2P networks. It also compares
flooding and random walk by simulations on different net-
work topologies. The authors of [23] introduce a scalable
searching protocol for locating contents in random networks
with heavy-tailed degree distributions. The analysis of the
size of the giant connected component of a random graph
with heavy tailed degree distributions under bond percola-
tion is at the heart of their main results. The work in [16]
proposes a strategy where peers build probabilistic routing
tables that are used to forward search queries. Tables are
constructed and maintained through the exchange of up-
dated information among neighbors.

3. Random Graph Models of P2P Networks

The modeling approach proposed in [10] is based on the
representation of the overlay networks of a P2P applica-
tion as a generalized random graph (GRG). A GRG rep-
resents a family of graph instances with N vertices (nodes)
where the degree of a randomly chosen node is specified by
an arbitrary (but fixed) probability distribution. Results for
GRGs are averages over the entire set of possible graph in-
stances. In a collection of papers Newman developed a set
of efficient tools for the analysis of GRGs (see for instance
[20, 19, 21]). In particular, many interesting results are de-
rived by using generating functions for probability distribu-
tions. In the following we briefly summarize the main re-
sults on the use of GRG to model the overlay networks of
a P2P-based application. The interested reader may refer to
[10] for full details.

Let {pi} be the probability distribution describing the
number of neighbors of a randomly chosen peer. Its gener-
ating function is

Go(z) = Zpkxk.
k=0

We can also write the generating function of the degree dis-
tribution of the node reached by following one end of a ran-
domly chosen edge (the starting edge is excluded) by

_ Golw) 1.,

where G{,(x) is the first derivative of Go(x) and G,(1) = =
is the average nodal degree of a randomly chosen node. It
can be shown that the generating function of the probabil-
ity distribution of the number of peers two hops away from
a randomly chosen one is given by Go(G1(z)) where com-
position of generating functions can be further applied to

Gi(z)




obtain the generating function for the number of peers three
hops away from a randomly chosen as Go(G1(G1(x))), and
SO on.

Assuming that number of nodes discovered at each step
of the query spreading process are independent random
variables', we can derive the generating function of the
number of neighbors of a randomly chosen node up to a dis-
tance equal to TTL

G(x, TTL) = Go(z)x

xGo(G1(x))x

xGo(G1(G1(w)))x TTL times
————

TTL —1
3.1. Modeling the Search Strategies

In the flooding search mechanism a peer that is originat-
ing a search transmits the search message to each of its first
neighbors and each peer receiving the search message for-
wards it to each of its neighbors. The propagation of the
query continues until the time to live (TTL) of the query ex-
pires.

We consider variations of the basic mechanism where
each peer (including the originator of the query) transmits
the search message to one of its first neighbors with a given
probability that can be a function of the distance (in terms
of hops) between the peer and the query originator. A par-
ticular variation of the flooding search mechanism can be
completely encoded in the function

g:IN —[0,1].

This function represents the probability of forwarding a
query as a function of the the distance between the peer
and the query originator. This function allows to represent
several variations of the flooding search strategy. In partic-
ular, the classical flooding can be represented by a constant
function g(d) = 1,V d < TTL where TTL denotes the max-
imum time to live parameter.

If we denote as () the random variable representing the
number of query messages sent throughout the overlay net-
work following the issuing of a query, it can be shown that
the generating function for its probability distribution out to
distance TT'L is given by

TTL

Q(J?,g,TTL) = H Qm(xag); (1)
m=1

with Q1(z,g) = Go(1 + g(0)(z — 1)), and Qpy1(x, g) =
Qn(@Q\"(z,9),g) for h > 1 where Q\"(z,9) = G1(1 +
g(h)(z —1)).

1 In Section 3.5 we discuss about the impact of this assumption.

Starting from Equation (1) it is possible to define the
average and the variance of the number of messages sent
throughout the P2P network as

E[Q] = Q'(1,9,TTL) and
VarlQ)=Q"(1,9, TTLHQ'(1, 9, TTL) (1-Q'(1, g, TTL))

respectively. We also compute the coefficient of variation of

the probability distribution as C,[Q] = %][Q]

3.2. Modeling the hit probability

We assume that the shared resources are uniformly dis-
tributed among the participant peers according to their pop-
ularity. In this manner we can derive an expression for the
generating function for the number of neighbors of the peer
that originates the query that have received a copy of the
search message up to distance equal to TTL and have a
replica of the resource. Let a be the probability that a ran-
domly chosen peer holds a replica of the requested resource.
It can be shown that the generating function for the total
number of neighbors of a randomly chosen query originator
peer that received a copy of the search message and holds a
replica of the requested resource out to a distance TTL is

TTL
H(x,9,0,TTL) = [[ Hm(z,g,) )
m=1

where Hy,(z,g,a) = Qn(l + a(x — 1), g). From Equation
(2) we can derive that the probability that a query is suc-
cessful can be written as

Phit = 1 _H(OagaaaTTL) (3)
3.3. Modeling the Search Time

We assume the knowledge? of the cumulative distribu-
tion functions (CDF) that a positive response from peers
that are 1,2,3,...7TTL hops away from the query origi-
nator returns to the query originator at a time less than or
equal to ¢. We denote these distributions as D1 (t), D2 (t),
Dg(f,), . DTTL(lf).

It is possible to derive the (defective) CDF distribution
of the time it takes to receive a least one positive response
from any peer through level equal to TTL by time ¢ as

D(t,g,a, TTL) =1 —T(0, g, c,t, TTL). ()

with
TTL

T (2,9, 0,¢TTL) = [ [ Tu(, g, 1) )
h=1

2 The distribution D1(t), D2(t), D3(t), ..., Dpr(t) could be esti-
mated by using measure based investigations or by using some auxil-
iary model.
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and
Th(xvgvavt) = Hh(]- + ((E - 1)Dhagaa)'

As a particular case, search time can be expressed in terms
of number of hops if we assume CDF Dy, (t) to be a unit step
function that is time shifted by A + 1 time units®. Starting
from the CDF D(t, g, o, TTL) we denote as T'(g, o, TTL)
the average time to obtain at least one positive reply in the
case the resource is found, i.e., we excluded the time to ob-
tain at least one reply when the resource is not found be-
cause in this case we should assume that the response time
is either equal to some predefined timeout or equal to co.

3.4. Modeling the distance to the first hit

We can also define the distance (in number of hops) to
the first peer that owns a replica of the resource. We have
that H(0, g, «, h) is the probability that the resource is not
found in h hops and we define F (0, g, , h) as the probabil-
ity that a search for the resource takes exactly h hops as

f(omgvavh) = H(O7g7a7h - 1) - H(Omgvavh)'

The average hop distance from the first hit is thus

TTL
M(g,o, TTL) = > h- F(0,g,a, h). ©)
h=1

3.5. Discussion on the Modeling Assumptions

Equations (1), (2), and (5) are developed with the sim-
plifying assumption that the number of newly visited peers
at each step of the flooding process are described by inde-
pendent random variables. This allowed us to write the gen-
erating functions of the sum of random variables as a prod-
uct of generating functions. But: how reasonable is this in-
dependence assumption? This assumption is equivalent to
assume that the clustering coefficient* of the graph repre-
senting the overlay network approaches the value 0 as the
size of the graph N — co. A few measurement based stud-
ies found out that the measured value of the clustering co-
efficient of the overlay network of two popular P2P-based
file-sharing applications, i.e., Gnutella [22] and the most re-
cent Gnutella 2 [24], lies in the range [0.018 — 0.020]. This
contradicts the assumption we did when deriving Equations
(1), (2), and (5). Nevertheless, we compared the outcome of
our model predictions with simulations on random graphs
with tunable clustering coefficient: the main observation is
that discrepancies between model and simulation are very

3 Here we assume that it takes h hops for the query to reach a peer and
one hop for the positive reply to the query originator

4 It expresses the average probability that two neighbors of a node are
neighbors themselves.

small and become significative (about 15% error) only for
TTL > 4. Since in real overlay networks (see again [22]
and [24]) it has been found out that the vast majority of
paths is of length less than or equal to 5 hops, we can con-
clude that the model we developed faithfully represents the
behavior of search strategies even when overlay networks
exhibit a (not very high) degree of clustering.

4. Experimental Results

The validation of the analytical framework summarized
in Section 3 has been carried out in [10]; the model pre-
dictions were found to closely match simulation results ob-
tained on instances of GRGs for several combinations of
system parameters.

An efficient search strategy should keep the traffic over-
head as low as possible while trying to achieve high hit
probabilities and low search times. In this section we use
the GRG framework to investigate the following issues:

o cffects of the overlay topology characteristics on the
performance of the basic flooding mechanism;

e cvaluation of different flooding-based search strategies
on power-law overlay networks.

4.1. Overlay network topology and performance
of flooding

In the first set of experiments we evaluate the character-
istics of the basic flooding strategy for three topologically
different P2P networks. In particular, we consider the de-
gree distribution of the GRG representing the overlay net-
work to be a power-law with exponential cutoff, Poisson, or
uniform. Formally, we consider the following expressions
for p;, whose parameter we fit to obtain an average degree
equal to 3.5 in all the three cases:

nent and cutoff, respectively. The notation Li, () is
used to express the n-th poly-logarithm function, i.e.,

Lin(z) =3 k2, g
—z _k . . . . .
® pr = S~ for the Poisson distribution (z is the pa-

rameter of the Poisson distribution and is equal to av-
erage degree);

where 7, k are the power-law expo-

® D = ﬁ where a and b are the lower and the upper
bound of the uniform distribution, respectively

The basic flooding strategy is modeled by considering the
constant function g(d) = 1, ford = 1,2, ..., TTL.

Table 1 reports the values of the average number of query
messages as well as the coefficient of variation of the prob-
ability distribution of random variable @) for TTL = 4. Fur-
thermore, it reports the values of py,;; for increasing values



of the resource popularity . It can be noted that despite the
fact that all three degree distributions share the same aver-
age value, the overall average number of messages (E[Q)])
differs orders of magnitude. In particular, for the power-
law overlay topology we observe a huge average amount of
overhead traffic with respect to Poisson and uniform degree
distributions. This is a well known phenomenon that can be
intuitively explained by the observation that starting from
a randomly chosen node the probability of encountering a
high degree node (a hub in the common terminology) as the
query travels from the originator becomes higher. Once a
very high degree node receives a query message soon the
query propagates to a very large number of intermediate
forwarders that will spread the query to a large fraction of
the participants. This observation also explains the observed
values of the coefficient of variation Cy[@]. Both observa-
tion are a direct consequence of the extremely high variance
of a probability distribution defined as a power-law with ex-
ponential cutoff. Also, we observe that the hit probabilities
increases as the resource popularity increases but for a fixed
value of o we observe remarkable differences for the differ-
ent degree distributions. Again, the very high value of the
hit probability in the case of power-law overlay topologies
is explained by the fact that a huge amount peers is con-
tacted to check for the resource and hence a high probabil-
ity of finding at least one replica is obtained.

But why are power-law topologies so important? It has
been shown by several authors that the measured degree dis-
tributions of two highly popular P2P-based file-sharing ap-
plications, i.e., Gnutella [22] and the most recent Gnutella
2 [24], exhibit high variance. Power-law probability distri-
butions are one possible mathematical description of such
heavy-tailed distributions and they deserve a closer exami-
nations.’

4.2. Comparison of variations of the basic flooding
strategy

The basic flooding strategy suffers from poor scalabil-
ity and granularity. By granularity we mean that the perfor-
mance of the mechanism is dictated by only one parame-
ter, i.e., the time-to-live. A minimum increase of the value
of the TTL yields an exponential increase in the number
of messages sent throughout the overlay network thus lead-
ing to poor scalability. The basic mechanism could be im-
proved by adding control parameters whose values could be
tuned to meet pre-specified performance requirements on
both the average number of messages originating from a re-
quest and the hit probability. We make a first attempt in this

5  The importance of power-law degree distributions has already been
proved in several different scientific fields ranging from biology to so-
cial science, from economy to epidemiology. One source of details for
this topic is [8].

Power-law Poisson Uniform
T = 2.041289, k = 500 z =35 Unif[2, 5]

E[Q] = 1,216,464.12 E[Q] = 190.35 E[Q] = 123.71

C,[Q] =4.52 C,[Q] = 0.53 C,[Q] =0.28

o Phit Phit Phit

0.0001 0.8500241 0.1342200 0.0122889
0.001 0.9460802 0.2835374 0.1158808
0.01 0.9820292 0.8521187 0.6940224
0.1 0.9948324 0.9997804 0.9998434

Table 1. Comparisons among three different
network topologies with power-law (with + =
2.04128906, x = 500), Poisson (with >z = 3.5),
and uniform (with « = 2 and b = 5) distribu-
tions for TTL=4

section to devise search strategies where two additional con-
trol parameter are available for tuning their performance. To
this end, we consider two families of search strategies de-
fined as:

g1 (dvpfw(h B) = pfwd(d =+ 1)76
and

1 ifd=0ord=1

92(d, pywa, B) = { Prwd(d+1)7F otherwise.

Both families are defined by parameters pf,q and f3
whose values control the decaying structure of the for-
warding probability that peers use to cooperate in the
query spreading process. The strategy defined by gl is
a distance-dependent probabilistic flooding while strat-
egy defined by ¢2 represents a hybrid scheme where an
initial shallow flooding with depth equal to two hops is fol-
lowed by a distance-dependent probabilistic flooding for
larger distances from the query originator. Here the basic
flooding strategy is modeled by g1(d, 1.0,0.0) = 1.0, Vd.

To prove that the addition of control parameters is cru-
cial in obtaining better performance we consider a rather un-
common resource whose popularity is & = 0.0001. Com-
parison must be made in these rather tough cases since
searching for very common resources requires no efforts to
define clever search strategies: any blind strategy, e.g., ba-
sic flooding with low TTL, is able to provide high hit prob-
abilities at a low cost in terms of average number of mes-
sages. We consider a power-law with exponential cutoff de-
gree distribution for the overlay network whose parameters
are those used in Section 4.1 and we limit the scope of the
search strategies to four hops, i.e., TTL=4.

The setting we consider is the following: we consider
the problem of locating the resource and want to design
our search strategy in such a way that the resulting pp;¢
value is equal to 0.5. The model solution for the basic
flooding mechanism yields pp;; = 0.36 for TTL=3 and



91(d,1.0,0.0) | g1(d,0.562,0.0) | g1(d,0.925,1.0) | g2(d,0.152,0.0) | g2(d,0.510,1.0)
E[Q] 1,216,464 122,655 338,918 30,536 29,455
C.[Q] 452 4.63 433 4.17 4.11
T(g, o, TTL) 0.96 0.99 0.99 0.98 0.97
91(d, 1.0,0.0) | g1(d,0.848,0.0) | g2(d,0.462,0.0)
E[Q] 1,216,464 630,363 263,929
C:[Q] 452 4.54 4.44
T(g, o, TTL) 0.96 0.97 0.97

Table 2. Comparison among different flooding based search strategies on network topology with a
power law with = = 2.041289 and x = 500. Resource popularity is « = 0.0001, TTL=4, and the design
requirement on the p;;; value is equal to 0.5 (upper table) and p,;; = 0.75 (lower table). The tables

report the values for E[Q], and C,[Q]

prit = 0.85 for TTL=4. The average number of search
messages is 17,337 and 1, 216, 464, respectively. Here we
face the poor granularity problem of the simple flooding.
We simply are not able to design a search strategy to meet
the pre-defined requirement. Table 2 (upper table) reports
the values of py.q and 3 for both strategy g1 and g2 that
yield ppi+ = 0.5: the table shows the corresponding val-
ues of F[Q)] and C;[Q)].

It can be noted that by tuning p.,q and 3 it is possible to
meet the design requirement and to reduce the average num-
ber of messages sent throughout the network. Both g1 and
g2 search strategies are effective but g2 yields the best per-
formance. It should be pointed out that neither strategies
are able to provide pp;; = 0.5 for 5 = 2. Slight improve-
ments can still be obtained by letting 3 assume non integer
values; in this case, the maximum value for g1 is 3 = 1.1
while for g2 we obtained § = 1.5.

Is there any hidden cost behind this sharp reduction of
the average number of messages? Table 2 (upper table) also
presents the conditional average time to obtain at least one
response. It can be noted that this performance index is al-
most insensitive to the search strategy therefore we can con-
clude that there is no penalty for the application users in
adopting the proposed alternative strategies in terms of in-
creased response time.

As a further check, we considered the behavior of the
search strategies g1 and g2 on a more stringent design goal.
In particular, we considered a target py;; = 0.75 and re-
peated a similar analysis. The results are presented in Table
2 (lower table). It can be noted that both g1 and g2 achieve
the desired value for the hit probability only for 3 = 0. Also
in this case the g2 policy performs better with a reduction of
the average number of query messages that is almost one or-
der of magnitude with respect to the basic flooding. Again,
no extra costs in terms of response time are paid by appli-
cations users.

One may hypothesize that the reduction of the average
number of messages is due to the particular choice of the
parameters of the power-law degree distribution and of the

TTL. We conducted the same experiments on a different
power-law topology whose parameters are 7 = 2.1 and
t = 125 and considered TTL=5. Tables 3 (lower and upper
tables) summarize the results we obtained. The results con-
firm that for the target value p;;; = 0.5 one order of magni-
tude reduction of the average number of query messages can
be achieved by both g1 and ¢2 strategies. For pp;y = 0.75
the average number of messages is more than halved by us-
ing strategy g2 that performs better than g1 in both cases for
the target pp;; values.

To verify that the gain that is obtained by adding con-
trol parameters to the basic flooding is not dependent on
the functional form of the degree distribution we consid-
ered both Poisson and uniform degree distributions for rep-
resenting the overlay network topology. We set the average
degree to 15 and repeated the experiments whose results are
presented in Tables 4 (upper and lower tables for Poisson
nodal degree distribution) and Tables 5 (upper and lower ta-
bles for uniform nodal degree distribution). In both cases
the conclusions we drawn for the power-law topology still
hold. Strategies g1 and g2 effectively decrease F[Q)] at no
additional cost in terms of response time.

5. Conclusions and future work

In this paper we exploited an analytical framework we
developed to analyze the performance of flooding-based
search strategies in unstructured decentralized P2P net-
works. The model is based on the use of generalized ran-
dom graphs to represent the overlay network of the P2P-
based application. The generating function of several prob-
ability distributions are derived under the hypothesis that
the number of newly visited peers at each step of the flood-
ing process are described by independent random variables.
The validity of this assumption has been discussed and the
model has been used to evaluate the impact of introducing
additional control parameters on the performance of search
strategies both from a system-oriented viewpoint and from
a user-oriented viewpoint. In particular, we proved that the



91(d,1.0,0.0) | g1(d,0.65,0.0) | g2(d,0.37,0.0)
E[Q] 397,892 47,552 22,194
C.[Q] 2.82 295 2.58
T(g, o, TTL) 1.12 1.16 1.16
91(d,1.0,0.0) | g1(d,0.895,0.0) | ¢2(d,0.71,0.0)
E[Q] 397,892 229,955 145,626
C.[Q] 2.82 2.85 2.76
T(g, o, TTL) 1.12 1.13 1.14

Table 3. Comparison among different flooding based search strategies on network topology with a
power law with 7 = 2.1 and « = 125. Resource popularity is o = 0.0001, TTL=5, and the design require-
ment on the p;;; value is equal to 0.5 (upper table) and p;;; = 0.75 (lower table). The tables report the

values for E[Q], and C.,[Q]

91(d, 0.596, 0.0)

92(d, 0.335,0.0)

7,191
0.32
1.01

7,052
0.22
0.99

91(d,0.717,0.0)

92(d, 0.497,0.0)

91(d, 1.0, 0.0)

E[Q] 54,239
C.[Q] 0.25
T(g, o, TTL) 0.98
91(d, 1.0,0.0)

E[Q] 54,239

C:v [Q] 0.25
T(g, o, TTL) 0.98

14,749
0.29
1.01

14,422
0.23
0.99

Table 4. Comparison among different flooding based search strategies on network topology with a
Poisson degree distribution with » = 15. Resource popularity is « = 0.0001, TTL=4, and the design
requirement on the p;;; value is equal to 0.5 (upper table) and p;;; = 0.75 (lower table). The tables

report the values for F£[Q], and C,[Q]

average number of messages sent throughout the overlay
network can be reduced by two orders of magnitude for
two families of distance-dependent probabilistic flooding.
We conclude that granularity of the basic flooding strategy
can be increased and effective strategies can be devised and
analyzed by means of the framework we defined. A natu-
ral consequence of this work is to ask: can we define ad-
ditional control parameters to improve the performance of
flooding-based strategies? If yes, which ones? We are inves-
tigating the answer to the above questions. It is likely that
exploiting the heterogeneity of P2P-based applications, as
already suggested by several authors, can lead to improve-
ment of blind search strategies. As for the case of random
walk based search strategies, additional control parameters
could be the degree of nodes that cooperate in the spread-
ing process of the query throughout the overlay network.
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