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Abstract 

The following three questions should be answered in 
developing new topology with more powerful ability to 
tolerate node-failure in wireless sensor network. First, 
what is node-failure tolerance of topologies? Second, how 
to evaluate this tolerance ability? Third, which type of 
topologies is more efficient in tolerating node-failure? 
Without giving the answers, the existing work regards 
fault-tolerance topology as the multiply connected graph, 
and use the connectivity of the graph as the standard to 
evaluate tolerance ability. In this paper, we argue that fault 
tolerance of topologies is not equivalent to the connectivity 
of multiply connected graph by illustrating two concrete 
examples. Then the definition of node-failure tolerance is 
presented. According fault and intrusion, the two sources 
of failure nodes, we define fault tolerance and intrusion 
tolerance as the standards to evaluate the tolerance ability 
of topologies, and analyze the tolerance performance of 
hierarchical structure of wireless sensor network by using 
these standards. Finally, the function relation between 
hierarchical topology and its tolerance abilities of fault 
and intrusion is obtained, and an obvious corollary is that 
fault tolerance increase with the ratio of cluster head 
hierarchical structure, but with the intrusion tolerance 
decreasing. 

I. INTRODUCTION 

IRELESS sensor networks usually were deployed in 
remote and hostile surroundings, and people cannot 
attend the sensor nodes in bad environmental. When 

some nodes are failure, such as batteries exhausted, 

hardware faulted and intrusion from attackers, these 
unattended nodes cannot be changed or repaired. The 
failure nodes may lead to network partition which 
decreases the cover ratio, reduces the availability of the 
sensor network and even produces network failure.  So 
network topology should tolerate node-failure to avoid 
network partition. 

In k-connected graph, the residual graph is still 
connected after deleting arbitrarily selected k-1 nodes, i.e., 
k-connected graph can tolerate k-1 failure nodes. 
Considering the tolerance ability of multi-connected graph, 
some literatures [1-5] about fault-tolerance topology of 
wireless sensor networks are emerging, in which the 
problem of developing fault-tolerance topology is treated 
as looking for multiply connected graph. They produce 
k-connected network with energy- optimization to tolerate 
k-1 failure nodes by power control.  

However, there are three problems in these power 
control algorithms. First, it is difficult to find the 
k-connected graph with minimum power, which is proved 
to be NP-hard even in 2-dimenision [6]. Second, some 
methods are proposed recently for achieving approximate 
optimum solution [1-5] of k-connected graphs with minimum 
power, but the networks gotten in these methods are so 
dense that radio interference and power consume are 
increased rapidly [7]. Thirdly, the value of k is very little in 
these approximate optimum k-connected graphs gotten 
from the existing methods for the above two reasons.  
Generally, k<5. That is to say, the topology can only 
tolerate 4 failure nodes. It is too little for plenty of fault 
nodes produced in large scale distributed sensor network or 
the selected intrusion nodes by the enemies.  

In early time, literature [8] focus on the topology 
tolerance of some wired networks, in which the authors 
delete the failure nodes from the network and study the 
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available links of the residual sub-graph, they regard the 
number of available links as the standard to evaluate the 
tolerance ability. By researching on exponential network 
and scale-free network, Albert [8] thinks that the 
exponential network whose majority links are concentrated 
on the small number of nodes has better fault tolerance and 
less intrusion tolerance, while the scale-free network in 
which every node has the similar number of links has less 
fault tolerance but better intrusion tolerance. 

In summary, there is still no concept of node-failure 
tolerance of topology, and no standard to evaluate the 
tolerance ability, in that we cannot know which topology 
has better tolerance. We think the following three questions 
should be answered when researching node-failure 
tolerance of wireless sensor networks.  

What is the definition of node-failure tolerance 
for topology in WSN?  
How to evaluate the tolerance abilities of 
topologies?  
Which topologies are more efficient than the 
others in tolerating failure nodes? 

In this paper, we focus on giving the answer of these 
questions. In section 2, we point out the deference between 
multiply connected graph and node-failure tolerance 
topology by illustrating two examples, then define 
node-failure tolerance of topology for WSN as the ratio of 
available sensor nodes over all the nodes of network, and 
then define the degree of fault-tolerance and intrusion 
tolerance to evaluate the tolerance ability for fault nodes 
and intrusion nodes respectively. In section 3, we study 
WSN topologies with hierarchic structure by using 
Bernoulli node model, and draw the Theorem 1. In section 
4, we get some corollaries of the Theorem 1, which 
describe the tolerance abilities of hierarchic topologies with 
deference parameters. Then we point out the similarities 
and differences between our work and related work. In the 
end we summarize this paper in section 5. 

II. FAULT TOLERANCE AND INTRUSION 

TOLERANCE

   This section describes network model and some related 
concepts, then illustrates the deference between multiply 
connected graph and node-failure tolerance topology, and 
defines what is a topology tolerating k node-failure. In the 
end, the Bernoulli node model is adopted to describe 
hierarchic topologies, and fault tolerance and intrusion 
tolerance is defined over this model to evaluate the 
tolerating ability of topologies. 

A. Network Model and Related Concept 

Graph G=(V, E) denotes the topology of wireless 
sensor network, in which V is the set of nodes and E is the 
set of wireless links between two nodes. In this paper, we 
regard communication between nodes are bidirection, so 
the edges in the graph are directionless. If G  is the 
subgraph of G and there is a way between two arbitrarily 
selected nodes, where G =(V , E ) and V ⊆ V, then G  is a 

connected subgraph of G. If G consists of l connected 
subgraph, which are G1=(V1, E1), G2=(V2, E2), … Gl=(Vl,
El), then we call G1, G2, …Gl is the connected component 
of G respectively. Let G =(V , E ) be a connected 

component of G, obviously V ∈ {V1, V2,…, Vl}, if V
satisfies 

 |V |=max{ |V1|, |V2|,…, |Vl|}                               (1) 
Then G  is the maximum connected component of G. we 
define C as the cover rate of subgraph G  over graph G: 

              
V

V
C

'
=                                                                   (2) 

In this paper, we use cover rate to evaluate the availability 
of the wireless sensor network. 
  If G has only a connected component, the G is a connected 
graph. If there is k no-joint ways between two arbitrarily 
selected nodes and these ways have no same nodes between 
each other, then G is k-connected. If G is k-connected, then 
the residual subgrah is still connected after (k – 1) nodes are 
deleted. If there is a set of k nodes, when all the nodes of the 
set are deleted, the residual subgraph is not connected, then 
we call the node connectivity of G is k.

B. Node-failure Tolerance 

The existing research on tolerance topologies for 
wireless sensor network is concentrated on finding multiply 
connected network with minimum energy by using power 
control. But we argue that the tolerance ability of 
topologies is not equivalent to connectivity of multiply 
connected graph. In the following we give two examples to 
show the differences between these two concepts. 

Considering graph G with grid structure, we regard a 
point of intersection as a sensor node, and denote the 
number of the sensors as n, i.e. |V|=n, the communication 
radius as r and the length of the grid edge as a, and all these 
parameters satisfy: 

rar ≤≤2/                                                 (3) 
In Fig.1, the connectivity of graph (a) is 2. When two 

black nodes are deleted, the gray node becomes isolate, and 
the connected graph are divided into two partitions. 
According to the existing work[1-5], graph (a) can only 

tolerate one failure nodes. When n , n
3 0, thus 3 

unavailable nodes in Fig.1 (a), just as in Fig.1 (b), have less  



------Good Node ------Failure Node ----Unavailable Node

(a) (b) (c)

Fig.1 Effect of Node-failure on Availability of WSN  (a) Two failure nodes make network partition and 3 sensor 

nodes unavailable; (b) Three failure nodes but network connected; (c) Two failure nodes make network partition and 

half of the sensor nodes unavailable

effect on the large-scale sensor networks. That is to 
say, the topologies in Fig.1 (a) and Fig.1 (b) can tolerate 3 
or more failure nodes, although the connectivity of them is 
2.  

The graphs in Fig.1 (a) and Fig.1 (c) are 2-connected, 
but the rate of the available nodes over the entire network is 
significantly different after 2 black nodes are deleted. In 
Fig.1 (a), only three nodes are not available, but in Fig.1 
(c), more than 50% nodes are unavailable. That is to say, 
although node connectivity of these two graphs is 2, one 
can tolerate 2 failure nodes, but the other cannot. 

From above analysis, we can draw our conclusion that 
fault-tolerance topology is not the same concept as multiply 
connected graph, and using multiply connectivity to 
evaluate tolerance ability is not appropriate. Researching 
node-failure tolerance for topologies of wireless sensor 
network, we should consider the effect on the availability 
of the network taken by the failure nodes. In this paper, we 
use the cover rate of the available sensor nodes of the 
maximum connected component over the whole network to 
denote network availability. 

Definition 1: Graph G=(V, E) is connected, where 
|V|=n. After k(n) nodes are deleted, the residual graph has r
connected component, which are G1 = (V1, E1), G2 = (V2,
E2), … Gr = (Vr, Er), 1 r  k(n) + 1. Then the node number 
of maximum connected component is Ak(n)=max(|V1|, |V2|,
… |Vr|), and the cover rate of available nodes is denoted as 
Ck(n). If Ck(n) satisfies 

( )
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Then graph G can tolerate k(n) failure nodes. 
Definition1 defines the concept of graph G which can 

tolerate k(n) failure nodes, where G is a class of topologies 
and k(n) is a function of all the nodes number n. The 
definition shows the tolerance ability of the topologies 
whose structure is G, and the tolerance ability is described 
by the number of nodes which are deleted without the effect 
on availability of the network. 

C. Fault-tolerance and Intrusion-tolerance 

Network topologies for WSN fall into two classes: one 
is flat structure, and the other is hierarchic structure. Flat 
structure is produced by power control algorithm [9], in 
which the sensor nodes are peer-to-peer; Hierarchic
structure is achieved by clustering algorithm, such as 
LEACH[10], HEED[11], CEC[12]. In Hierarchic structure, 
some sensor nodes are selected as cluster heads, and the 
others are ordinary nodes. Ordinary nodes only collect data. 
Heads not only collect data, but forward packages. 

In this paper, we use an extension network with 
Bernoulli nodes uniform distributing in a unit area to 
describe topologies for WSN. We introduce an additional 
assumption to the graph G(V, E) that all nodes are elected 
as heads independently with probability p for some 
constant 0 < p  1. These nodes are referred to as Bernoulli 
nodes with the parameter p. Flat and hierarchical topologies 
of wireless sensor network can be illustrated by graph over 
Bernoulli nodes. In flat topologies, p = 1, all nodes are 
heads. In hierarchical topologies, 0 < p < 1, each node has 
probability p to be selected as cluster heads. 

In fact, node failure of WSN falls into two classes, one 
is fault caused by error, and the other is intrusion brought 
by attack. Error happens at random, so the fault probability 
of each sensor node has the same value. But attack is hostile 
and selective, so the intrusion probability of each node is 
different. The node has greater probability to be intruded 
when it has an important role on the whole network, such as 
cluster head. In that, fault happens in all nodes with the 
same probability, but intrusion happens only in the head 
nodes for their important roles in the hierarchy topology of 
wireless sensor network. Let the Bernoulli probability of 
the network model be p(n), then fault happens in all the 
nodes, but intrusion only attack these n· p(n) heads. 

If the number of failure nodes is k(n), we write the 
number of failure heads as k1(n) and the number of failure 
ordinary nodes as k2(n). 

)()()(
21
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p1(n) is denoted as the failure-head ratio of all the failure 
nodes: 
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If node-failure is fault, then p1(n) = p(n). If 
node-failure is intrusion, then p1(n) =1. From these rules 
and definition 1, we can define fault tolerance and intrusion 
tolerance, which are standards to evaluate tolerance 
abilities of topologies. 

Definition 2: G=(V, E) is the network module with 
Bernoulli nodes, where |V|=n and the active probability is 
p(n). If k(n) nodes are arbitrarily selected, in which k(n)·
p1(n) nodes are heads, where p1(n) is defined by equation(5) 
and equation(6). If graph G can tolerate these k(n) failure 
nodes, we call G can tolerate k(n) fault nodes when 
p1(n)=p(n), and we call G can tolerate k(n) intrusion nodes 
when p1(n)=1. 

Definition 3: G=(V, E) can tolerate k(n) fault nodes. 
When m(n) nodes are deleted from G, where m(n)= 

(k(n)), the ratio of available nodes Cm(n) satisfies: 
( )
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Then we call G is (k(n)) fault tolerance, also call fault 
tolerance of G is (k(n)), write as FTOL= (k(n)). 
The symbol  and  are described by equation (8) and (9). 
f(n)= (g(n))

⇔  Exist constant c1, c2 and n0, such that c1

g(n) ≤ f(n) ≤ c2g(n), where n>n0         (8) 
f(n)= (g(n))

⇔  Exist constant c, and n0, such that 

f(n) ≥  c g(n),  where n>n0                    (9) 
Definition 4: G=(V, E) can tolerate k(n) intrusion 

nodes. When m(n) nodes are deleted from G, where m(n)= 
(k(n)), the ratio of available nodes Cm(n) satisfies 

equation(7). Then we call G is (k(n)) intrusion tolerance, 
also call intrusion tolerance of G is (k(n)), written as 
ITOL= (k(n)).

Definition 2 illustrate the difference between 
tolerating fault nodes and intrusion node, and definition 3 
and definition 4 give the two concepts of fault tolerance and 
intrusion tolerance to evaluate the abilities of topologies to 
tolerate fault or intrusion, in which the tolerance abilities 
are described as the maximum number of tolerating failure 
nodes.  

III. TOLERANCE ABILITY OF HIERARCHY 

TOPOLOGY 

This section uses the network model with Bernoulli 
nodes to study the fault tolerance and intrusion tolerance of 
hierarchical topology of wireless sensor network. There are 
n nodes in the network model and each node has probability 
p(n) to be a head. That is to say, there is n · p(n) heads in the 
model. In the hierarchical structure, cluster heads compose 

the backbone network, which take charge of forwarding 
packages. The other nodes join the cluster whose head has 
shortest distant from them, then each head has average 
(1/p(n)-1) ordinary neighbor nodes. The head and the 
joined ordinary nodes compose a cluster, as shown in Fig.2. 

----Clust er Head

-----Ordinary Node

----Failure Node

----Unavailable

(a) (b) 

Fig.2 Hierarchy Topology (a) Cluster Structure; (b) 

Effect of Failure Heads 

The node-failure effect on the whole network is 
different. If ordinary node is failure, then only is the node 
itself unavailable. If the head is failure, not only is the head 
itself unavailable, but also the ordinary nodes joined in this 
cluster,  the unavailable heads and their neighbors, which 
are gray in Fig.2 (b). 

From equation (5), k1(n) is the number of failure 
heads. Let Ff(n) be the unavailable nodes brought by these 
k1(n) heads. To get most unavailable nodes, i.e., to make 
Ff(n) reach the biggest value,  k1(n) black failure nodes 
should form a connected curve which divides the network 
to two parts, just as shown in Fig.3 (a). Then the gray nodes 
are not available and the network cover rate is decreased. 
We compute Ff(n) as the maximum area of shading region 
in Fig.3 (b), in which the length of edge f(x) is k1(n). Thus 
we should compute the maximum of Ff(n) with restriction 
of k1(n). 
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Then the maximum of Ff(n): 
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Thus the residual Ak(n)nodes is available. 
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So we can conclude that the topology can tolerate k(n)

failure nodes when equation (4) is true. 
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Where p1(n) is defined by equation(6), c, 1 and 2 are 

constants, 1, 2∈ ]
2

1
,0( .

Then we get our conclusion:  
Theorem1: G=(V, E) is a network model with 

Bernoulli nodes, in which each node has probability p(n) to 
be cluster head, and each failure node is a head with 
probability p1(n). Then the network topology can tolerate 
(k (n)) failure nodes, where (k (n)) is defined by equation 

(14).  

x0

y0

-----Ordinary

-----Failure

-----Unavailable

y=f(x)

x
0

y
0

Y

X

 F1

(a) (b)

Fig.3 Node-failure and Network Partition  (a) k1(n)

nodes are deleted, network is divided into two or more 

connected components; (b)Curves f(x) partitions the 

shading area Ff(n).  

IV. ANALYSIS AND DISCUSSION

This section analyzes the tolerance ability of 
hierarchical structure with p(n) in some different case, and 
points out the similarities and difference between this paper 
and some related work.  

A. Analysis on Tolerance of WSN Hierarchy  

Firstly, flat structure is considered. If p(n)=1, all the 
nodes are heads, then p1(n)=1. For the value of 1 and 2

could be very small, then we can get Corollary 1 from 
Theorem 1. 

Corollary 1: Fault tolerance and intrusion tolerance of 
flat structure of WSN are equivalent, they satisfies: 

)(FTOLITOL 2/1 ε−== n                                                           (15) 

Where  is constant, and ∈ ]
2

1
,0( .

The value of fault tolerance and intrusion tolerance are 
equal in flat structure, and then there is only a black real 
line in Fig.4 which denotes tolerance of flat structure. 
  Secondly, we consider the hierarchical structure has only 
m heads, where m is constant and m < n. Fault tolerance and 
intrusion tolerance of this structure is shown in Fig.4 (b), 
where fault tolerance is greater than that of flat structure, 
but the intrusion tolerance is less than that of flat structure. 

Corollary 2: G=(V, E) is a network model with 
Bernoulli nodes, in which each node has probability p(n) to 
be cluster head. If there is only m heads, m is a constant and 
m < n, i.e. p(n) = m/n, then 

)(FTOL 11 ε−− •= nm                                                         (16) 

)(ITOL 2/1 ε−= m                                                               (17) 

Where  is a very small value, and ∈ ]
2

1
,0( .

Thirdly, we consider the case with Bernoulli 
probability p(n) = c, where c is constant, and 0 < c < 1. 
Corollary 3 gives tolerance of fault and intrusion in this 
situation. 

Corollary 3: G=(V, E) is a network model with 
Bernoulli nodes, in which each node has probability p(n) to 
be cluster head. If p(n) = c, c is a constant and 0 < c < 1, 
then fault tolerance of this topology is 

)(FTOL 2/12/1 ε−− ⋅= nc                                                 (18) 

and intrusion tolerance of this topology is  

))((ITOL 2/1 ε−⋅= nc                                                        (19) 

 is a very small constant in equation (18) and (19), and 

∈ ]
2

1
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From (18) 

0)
2

1
()(FTOL

2/12/3 <⋅−= −− ε
ncc'                                  (20) 

That is to say, fault tolerance decreases with c. As 
shown in Fig.4 (c), the function curve with bigger value of c
is lower than that with smaller c.

From (19) 

0)()(ITOL 2/1 >⋅= +− εncc'                                                   (21) 

We can see that intrusion tolerance increases with c. As 
shown in Fig.4 (d), the function curve with bigger value of 
c is higher than that with smaller c value. 
Now Corollary 4 is achieved. 

Corollary 4: In hierarchical structure of WSN 
topology, let the probability of head be c, then fault 
tolerance decreases with c, but intrusion tolerance increases 
with c.
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Fig.4 Tolerance of Hierarchy Topology (a)In flat structure, p(n) = p1(n) = 1, fault tolerance is equal to intrusion 

tolerance;  but p(n) = c  1, fault tolerance of hierarchical structure is not equal to intrusion tolerance. (b)Fault 

tolerance of network with 100 heads is bigger than that of flat structure, but intrusion tolerance is less. (c)Fault 

tolerance decreases with p(n ) increasing. (d) Intrusion tolerance increases with p(n ) increasing. 

B. Comparison of Related Work  

Some algorithms for k-connected graph with 
minimum energy consumed are presented in literature 
[1-5], in which fault and intrusion are not distinguished. 
The authors of these papers didn’t give the definition of 
fault tolerance, and regard k-connected as k-tolerated. They 
didn’t consider the relation between different topologies 
and their tolerance. In this paper, we argue that connectivity 
of the graph is not the same as tolerance of WSN 
topologies, and looking for k-connected topologies is not a 
good way for fault tolerance because of its increasing 
communication interference and poor tolerance ability.  

Reference [8] studies the complex network, in which 
the residual wired links after some nodes are deleted are 

used to evaluate the tolerance ability of the topologies. 
They use statistic to research fault tolerance and intrusion 
tolerance of two different networks, and get some relations 
between topology structure and its fault and intrusion 
tolerance. But it doesn’t give the accurate definition of 
topology tolerance, and the relations of topology and its 
tolerance are qualitatively described.  

This paper deals with the wireless sensor network, and 
the number of available residual sensors is used to evaluate 
the tolerance of the topologies. The ability of fault or 
intrusion tolerance is divided in the network model with 
Bernoulli nodes. In the end we get the tolerance of 
hierarchy topology in this model, and discuss the related 
fault tolerance and intrusion tolerance in some situation, 
some conclusions are consistent with that of reference [8]. 

TAB. 1 SIMILARITIES AND DIFFERENCE OF RELATED WORK

Related Work Network Method 
Fault or 

Intrusion 
Definition 

Evaluation 

Standard 

Relation between 

Tolerance and Topology 

Reference [1-3] 
Wireless 
network 

Deduction Fault No Graph connectivity No 

Reference [4-5] WSN Deduction Fault No Graph connectivity No  

Reference [8] 
Wired 

network 
Statistic  Distinguished  No 

Available residual 
links 

Qualitative description 

Our paper WSN Deduction Distinguished Defined  
Available residual 

sensor nodes 
Quantitative function 



In literature [8], the topology whose links are 
centralized in minority nodes has better fault tolerance, but 
less intrusion tolerance. In our conclusion, the topology 
that has less cluster heads has better fault tolerance, but less 
intrusion tolerance. In the hierarchical structure, cluster 
heads are less, links are more centralized in minority nodes. 
This consistence provides a proof for the efficiency of our 
theorem. Table 1 lists the sameness and difference among 
this paper and these related work. 

V. CONCLUSION

This paper points out that the node-failure tolerance of 
WSN topologies is not the same as the connectivity of 
graphs, and defines tolerating k failure nodes according to 
the ratio of available nodes of all the sensor nodes. Then we 
tell the difference between fault tolerance and intrusion 
tolerance by using network model with Bernoulli nodes. 
Finally, we study fault tolerance and intrusion tolerance of 
hierarchical topology by this Bernoulli network model, and 
the functions of fault and intrusion tolerance with head ratio 
of hierarchical topology are achieved. In our future work, 
these functions will help us to devise the WSN topologies 
on the concrete demand of fault or intrusion tolerance. For 
the instant case, it can be used to devise power control 
algorithm to satisfy tolerance demand when sensor nodes 
are distributed in a field with constant area, or comput the 
appropriate number of sensors to satisfy tolerance demand 
in concrete area.  
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