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Abstract

Scalable Source Routing (SSR) is a self-organizing
routing p rotocol d esigned for sup porting peer-to-peer
ap p lications. It is especially suited for netw orks th at
d o not h ave a w ell crafted structure, e.g. ad -h oc and
m esh -netw orks. SSR is based on th e com bination of
source routes and a virtual ring structure. T h is ring
is used in a C h ord -like m anner to obtain source routes
to d estinations th at are not yet in th e respective router
cach e. T h is ap p roach m akes SSR m ore m essage ef-
fi cient th an fl ood ing based ad -h oc routing p rotocols.
M oreover, it d irectly p rovid es th e sem antics of a struc-
tured routing overlay .

In th is paper w e p resent L iny p h i, an im p lem enta-
tion of SSR for w ireless accesses routers. L iny p h i com -
bines IP v6 and SSR so th at unm od ifi ed IP v6 h osts h ave
transparent connectivity to both th e L iny p h i m esh net-
w ork and th e IP v4 / v6 Internet. W e give a basic outline
of th e im p lem entation and d em onstrate its suitability in
real-w orld m esh netw ork scenarios. L iny p h i is available
for d ow nload [1 ].

1 . Introd u c tion

The Internet ha s fa ced a n enorm ously g rowing pop-
ula rity during the la st deca de. M ea nwhile, m ore a nd
m ore people a re setting up priva te hom e networks. O f-
ten, these networks consist of WiF i clouds tha t do
not only conta in severa l notebook com puters but a lso
a n increa sing num ber of consum er electronic devices.
With peer-to-peer a pplica tions it seem s a ttra ctive to
connect neig hboring priva te networks directly, not only
via a publicly opera ting Internet provider.

This increa sed a nd m odifi ed use confronts the In-
ternet a rchitecture with im porta nt cha lleng es. A well-
known cha lleng e is the depletion of the IP v4 a ddress

spa ce. It ha s been a ccounted for by the 1 2 8 bit a ddress
spa ce of IP v6 . A nother cha lleng e is tha t of routing in
such la rg e unstructured networks, i. e. networks where
la ypeople connect their priva te network clouds a rbi-
tra rily. To our belief this la tter problem ha s not yet
been sufficiently a ccounted for.

In this pa per we present a pra ctica l a pproa ch to re-
source efficiently support routing in such scena rios, the
L iny p h i m esh network router. Linyphi is a n im plem en-
ta tion of the recently proposed scalable source rout-
ing (SSR) protocol on a popula r em bedded DSL/ WiF i
hom e network router, the Linksys WRT5 4 G S. SSR pro-
vides fully self-org a niz ing , efficient routing in la rg e un-
structured networks. E x terna lly, i. e. towa rds the In-
ternet provider, Linyphi beha ves like a reg ula r DSL
router. Interna lly, Linyphi a cts a s m ix ed IP v6 a nd SSR
router. A m ong ea ch other, the Linyphi routers use SSR
to efficiently route the (enca psula ted) IP v6 tra ffic.

With Linyphi, unm odifi ed IP v6 ca pa ble hosts ob-
ta in full IP v6 connectivity, both to the Internet a nd to
a ll other IP v6 hosts within the Linyphi m esh network.
This is especia lly useful for peer-to-peer a pplica tions
tha t need to tra nsfer la rg e a m ounts of da ta , but a re
not restricted to a pa rticula r server on the Internet. If
a suita ble peer is a va ila ble in the loca l Linyphi m esh
cloud, the tra ffic ca n be kept loca l.

Due to SSR’s self-org a niz ing properties, the Linyphi
m esh network ca n g row very la rg e. M oreover, loca l
Linyphi clouds ca n be a rbitra rily connected to other
clouds without a ny further confi g ura tion. This ca n be
done wired (E thernet), wirelessly (Wave LA N ), or im -
plicitly by tunneling throug h the Internet. A fter som e
tim e, we ex pect the Linyphi cloud to cover e. g . whole
cities, thereby providing a powerful network infra struc-
ture for m ost kinds of a pplica tions, a s well a s peer-to-
peer a pplica tions.

Let us illustra te this with the following ex a m ple:
When a user sets up her fi rst Linyphi router, she ob-
ta ins a priva te wireless LA N cloud tha t uses IP v6 inter-
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nally, but otherwise provides the very sam e service as a
reg ular off -the-shelf wireless L A N hom e router. W hen
her neig hbor sets up a L inyphi router, too, they can
connect both routers to obtain a sm all L inyphi m esh
cloud. A ny traffic sent to destinations within this cloud
is routed locally. T his is especially useful for peer-to-
peer applications where this can lead to a sig nificantly
increased perform ance. T he m ore neig hbors join the
L inyphi cloud, the g reater the perform ance increase.
B ut even a sm all local cloud can be worth the little ef-
fort to use L inyphi instead of an off -the-shelf product.

W e believe that this property, nam ely no extra cost

for installing th e fi rst d evice and increased perform ance

from th e second d evice on, helps to quickly prom ote the
deploym ent of L inyphi.

T his paper is structured as follows: Section 2 sum -
m arizes the state of the art in ad-hoc and m esh routing
and explains why those approaches are inefficient for
peer-to-peer applications. Section 3 briefl y introduces
the scalable source routing protocol. (F or details and
a g eneral perform ance evaluation the reader is referred
to [4 ].) Section 4 describes the desig n of L inyphi, and
section 5 extends this desig n to interoperability of the
IP v4 Internet. Section 6 discusses the actual im ple-
m entation on the L inksys W R T 5 4 G S and evaluates its
perform ance. Section 7 concludes with an outlook to
future work.

2 Th e Prob lems of Ad -Hoc Ne tw ork

R ou tin g

T he prog ress in wireless technolog y and the increas-
ing popularity of ad-hoc networks with dynam ic topol-
og y pose new challeng es for the desig n of efficient rout-
ing alg orithm s. T raditional shortest path routing alg o-
rithm s like D ijkstra and B ellm an-F ord require proac-
tive fl ooding of topolog y inform ation throug h the whole
network. M oreover, each node m ust be able to identify
the next hop for all the destinations in the network.
Consequently, in a N nodes network where addresses
are not assig ned coherently, the routing table for each
node will have O(N) entries. T his is not acceptable
when the num ber of network nodes is larg e and the
devices have lim ited m em ory capabilities.

O n the other hand, hierarchical solutions, as applied
e. g . in the Internet, are little suitable to g rass-root
dynam ic ad-hoc networks with their frequent topolog y
chang es and lack of adm inistration. F or this latter type
of networks, both reactive and proactive solutions have
been proposed. B ut typically these solutions rely on
fl ooding and are thus not scalable to larg e networks.

T he ad -h oc on-d em and d istance vector rou ting

(A O D V ) is perhaps the m ost widely discussed ad-hoc

routing protocol [1 5 ] [2 ]. It fl oods the network with
route request m essag es to find routes to previously un-
known destinations. T hese routes are stored in the
network so that the nodes know the direction to ac-
tive sources and destinations. D ynam ic source routing
(D SR ), too, uses fl ooding [1 2 ]. U nlike A O D V it builds
source routes between the active sources and destina-
tions. T hese source routes are cached at the source and
destination in a so-called route cache. [1 1 ] details this
caching approach.

So far, there have been only few attem pts to ex-
plore the potential interactions between overlay rout-
ing and such an ad-hoc routing protocol. F ollowing an
approach analog ous to SSR , [9 ] and [1 0 ] propose an in-
teg ration of D SR and P astry [1 6 ] at the network layer
of ad-hoc networks. T here, packets are routed with the
sam e alg orithm as in P astry, but each hop in the over-
lay network is a m ulti-hop source route. In their im ple-
m entation however, an application needs to explicitly
bind to an user-space library, while the infrastructure
provided by L inyphi is com pletely transparent to its
client hosts.

O ther authors suspected that em ploying a struc-
tured routing overlay like e. g . Chord on top of a m obile
network can lead to severe inefficiencies. A s a conse-
quence m obile peer-to-peer applications often com bine
infrastructure nodes with m obile nodes, or revert to un-
structured solutions (see [6 ] and [5 ]). Scalable source
routing (SSR ) [4 ] is a recent approach to address these
inefficiencies and com bine the sem antics of a structured
routing overlay with an ad-hoc routing protocol.

In the following section we briefl y describe the SSR
protocol upon which we built L inyphi. SSR has re-
cently been proposed as m em ory and m essag e effi-
cient routing protocol for larg e self-org aniz ing net-
works. T ypically, such networks will be m eshes of wire-
less ad-hoc network clouds that are arbitrarily con-
nected by both g rass-root wire-line links and public
network infrastructures.

3 S c a la b le S ou rc e R ou tin g

SSR addresses the afore m entioned problem s of rout-
ing in larg e scale ad-hoc networks by a com bination
of source routing with ideas from structured overlay
routing , especially the Chord [1 7 ] routing overlay. A s
with Chord, SSR assum es every node to bear a g lob-
ally unique identifier (SSR -ID ) from a larg e circular
identifier space. W ith SSR each node m ay random ly
choose its ID , i. e. the node’s position in identifier space
is independent from the underlying network topolog y.
(F or L inyphi we derive the SSR -ID from the node’s
IE E E 8 0 2 M A C address; see section IV for details.)



When a no de needs to send a pa ck et to a no ther
no de, it includes a so urce ro ute towards the destina -
tio n in the pa ck et’s hea der. T his so urce ro ute ca n b e
a list o f the glo b a lly uniq ue SSR identifi ers o f a ll the
no des tha t a re to b e tra versed b y the pa ck et. It ca n
a lso b e a co m pa ct versio n giving o nly a list o f lo ca lly
uniq ue peer identifi ers (see [4 ] fo r deta ils).

O ptim a lly, the so urce no de wo uld ha ve the full
so urce ro ute to the respective destina tio n a lrea dy in
its ro ute ca che. T his ca che sto res so urce ro utes to re-
cently co nta cted no des o n a lea st recently used (LR U )
b a sis. It ca n b e effi ciently o rga nized into a tree-b a sed
da ta structure tha t a llows q uick a ccess a nd ha s o nly
a low m em o ry fo o tprint. Sim ula tio n studies [4 ] show
tha t a ca che size o f a b o ut 2 5 0 no des is suffi cient in
m a ny ca ses. (N o te tha t due to the sm a ll-wo rld pro p-
erty o f m a ny netwo rk s, the req uired ca che size sca les
with O(lo g lo g N ), i. e. it is in fa ct a lm o st independent
fro m the a ctua l netwo rk size N .)

If the so urce no de do es no t ha ve the destina tio n
no de in its ca che, it ca n still prepend a so urce ro ute to-

wards the req uested destina tio n. T o this end, the no de
em plo ys the m etric o f the identifi er spa ce a nd lo o k s up
a no de in its ca che tha t is virtu ally clo ser to the des-
tina tio n tha n itself. T ypica lly the ca che will co nta in
severa l such no des. In such a ca se the no de with the
sho rtest so urce ro ute is preferred, i. e. the no de tha t
is p h y sically clo sest to the no de tha t needs to prepend
the so urce ro ute. SSR ca lls such a n interm edia te no de
’m edia to r’.

O b vio usly, the ro uting pro cess ca n co nta in severa l
such m edia to rs. N evertheless, it is gua ra nteed to co n-
verge if o nly ea ch no de ha s the so urce ro utes to its vir-
tua l neighb o rs in its ca che. SSR ta k es specia l ca re to
o b ta in a nd m a inta in these so urce ro utes to the virtua l
neighb o rs. T his is do ne very effi ciently, a lm o st a lwa ys
witho ut fl o o ding.

T he b a sic pro cess is a s fo llows: E a ch SSR no de pe-
rio dica lly b ro a dca sts its SSR ID to a ll o f its physica l
neighb o rs. U po n receptio n o f such a b ro a dca st, a n SSR
no de, let’s ca ll it A fo r future reference, selects its two
virtua l neighb o rs, na m ely o ne successo r S(A) a nd o ne
predecesso r P (A), a m o ng a ll the no des A k nows o f.
Initia lly, the virtua l neighb o rs ha ve to b e ta k en fro m
the set o f physica l neighb o rs o f A since these a re the
o nly no des k nown to A. La ter they will b e cho sen fro m
the entire ro ute ca che.

N ow, A sends a successo r (o r predecesso r) no tifi ca -
tio n m essa ge to S(A) (o r P (A) respectively). U po n
receptio n o f such a m essa ge the receiving no de, let’s
ca ll it B fo r future reference, check s whether it ca n
detect a n inco nsistency. I. e. if A tho ught B to b e its
successo r (S(A) = B), B check s whether it a grees with

A b eing its predecesso r (P (B) = A). If no t, B sends
A a neighb o r upda te m essa ge, tha t info rm s A a b o ut
the no de C = P (B), i. e. the no de tha t B think s to
b e its predecesso r a nd which is thus a b etter ca ndida te
fo r A’s successo r. B y co nstructio n this m essa ge will
co nta in the full so urce ro ute fro m A to C.

T his pro cess is perfo rm ed sim ila rly fo r a ll the m u-
tua l successo r a nd predecesso r rela tio ns until no no de
detects a ny further inco nsistencies. It ca n b e shown
tha t in pra ctice this pro cess term ina tes ra ther q uick ly
a nd rea ches the glo b a lly co nsistent sta te. F urtherm o re,
sim ula tio ns show tha t SSR ca n k eep the co ntro l m es-
sa ge o verhea d very low, even in netwo rk s with churn
a nd no de m o b ility. M o reo ver, SSR sca les well up to
m o re tha n 1 0 0 0 0 0 no des [4 ] with pa ths tha t a re o n
a vera ge o nly a b o ut 2 0 % lo nger tha n the glo b a lly o p-
tim a l sho rtest pa ths. T his sm a ll o verhea d is the price
SSR ha s to pa y fo r its m em o ry a nd co ntro l m essa ge
effi ciency. H owever, in scena rio s where a peer-to -peer
a pplica tio n req uires a structured ro uting o verla y, e. g.
C ho rd, this o verla y a lso intro duces a ro uting stretch
[7 ].

T his pa per dem o nstra tes SSR ’s a pplica b ility in a
rea l wo rld scena rio . M a k ing the structured ro uting
o verla y sem a ntics a ccessib le directly fo r a peer-to -peer
a pplica tio n is a m o ng o ur current wo rk .

4 Linyphi Design Issues

Linyphi’s go a l is to m a k e SSR co m pa tib le with IP v6
such tha t SSR netwo rk clo uds a re tra nspa rent to no r-
m a l end-ho sts lik e e. g. Windows, A pple o r Linux co m -
puters. T o this end we diff erentia te b etween rou ters

a nd h osts. A rou ter is a n interm edia te no de in the
SSR netwo rk tha t co m m unica tes with o ther ro uters b y
m ea ns o f the SSR pro to co l. B eing a no de in the SSR
infra structure, every ro uter is pro vided with a uniq ue
SSR -ID . A h ost im plem ents (o nly) IP v6 . It is a tta ched
to a t lea st o ne ro uter which ha s to b e its defa ult IP v6
ro uter. T his ro uter co nta ins a ll the functio na lities o f
a no rm a l IP v6 ro uter, ex cept fo r the a ctua l ro uting
m echa nism . It a cts a s a ga tewa y to the SSR infra s-
tructure. N o te tha t a ho st a nd its a sso cia ted ro uter
co m m unica te o nly thro ugh sta nda rd IP v6 , i. e. we do

n ot n eed to m odify a ho st fo r it to b e a b le to jo in a
Linyphi netwo rk .

4.1 Address space mapping

Since SSR a nd IP a re diff erent ro uting pro to co ls
they o pera te in diff erent a ddress spa ces. B y using
IP v6 ’s sta teless a ddress a uto -co nfi gura tio n [1 8 ] we ca n
very ea sily m a p the SSR a ddress spa ce into a n unused



pa rt o f the IP v6 a ddress spa ce. In pa rticula r, ea ch
ro uter will bro a dca st a 64 bit IP v6 prefix (identifying
the respective IP v6 subnet) o n ea ch o f its interfa ces.

Linyphi co mpo ses this prefix a s fo llows: The first
8 bit o f the prefix a re set to 0 1 0 0 ::/ 8 , a still unused
prefix fo r g lo ba l uni-ca st a ddresses [8 ]. The nex t 4 8
bit o f the prefix co nta in the SSR -ID o f the ro uter. In
o ur implementa tio n this is the MA C a ddress o f o ne
o f the ro uter’s interfa ces. The la st 8 bit a re set to
the identifier o f the ro uter’s interfa ce fro m which the
prefix is bro a dca st. (A Linyphi ro uter ca n ha ve up to
2 5 5 interfa ces.) Summing up, the prefix o f the Linyphi
ro uter a dvertisement is:

0 1 :SSR -ID :Subnet::/ 64

It is impo rta nt to no te tha t by embedding the SSR -
ID o f the respective defa ult ro uter into the IP v6 prefix
we ca n directly determine the SSR -ID o f the destina -
tio n ro uter fro m the destina tio n ho st’s IP v6 a ddress.
To understa nd why this is impo rta nt, co nsider the fo l-
lowing ex a mple: W hen a so urce ho st sends a pa ck et
to so me destina tio n ho st it simply fo rwa rds this pa ck et
via IP v6 to its defa ult ro uter. This ro uter (we ca ll it
the so urce ro uter) enca psula tes the IP v6 pa ck et into a n
SSR pa ck et. (In fa ct it prepends its SSR hea der to the
IP v6 pa ck et.) In o rder to fo rwa rd the pa ck et it needs
to determine the SSR -ID o f the destination router, i. e.
the defa ult ro uter o f the destina tio n ho st. G iven the
a fo re mentio ned pro perty o f the prefix , this ca n be do ne
directly.

Since the identifier o f the destina tio n interfa ce is a lso
co nta ined in the IP v6 a ddress, pro cessing a t the des-
tina tio n ro uter is further simplified. N evertheless, fo r
tho se pa ck ets, i. e. when the MA C a ddress o f the des-
tina tio n ho st is still unk nown, the destina tio n ro uter
needs to perfo rm a n IP v6 neig hbo r disco very befo re it
ca n a ctua lly deliver the IP v6 pa ck et to the destina tio n
ho st [1 3 ].

4.2 Packet Types and Formats

Linyphi disting uishes between three types o f IP v6
pa ck ets: on-link , global on-link a nd off -link . A pa ck et
is on-link if the so urce a nd destina tio n ho st a re in the
sa me subnet, i. e. so urce a nd destina tio n a ddress ma tch
with their full 64 bit prefix . A pa ck et is global on-

link when so urce a nd destina tio n ho st a re a tta ched to
the sa me ro uter, but belo ng to diff erent interfa ces (i. e.
subnets). In tha t ca se o nly the lea ding 5 6 bit o f so urce
a nd destina tio n a ddress ma tch. O therwise, a pa ck et
is off -link , i. e. so urce a nd destina tio n ro uter diff er.
O nly in tha t ca se pa ck ets need to be enca psula ted a nd
fo rwa rded a s SSR pa ck ets via the SSR netwo rk clo ud.

SSR HeaderMAC Header Payload

Source SSR−ID 1st Router’s SSR−ID 2nd Router’s SSR−ID ...

Source RoutePath LengthType Destination SSR−ID

MAC Header IPv6 HeaderSSR Header Payload

SSR Datagram Packet

SSR Control Packet

Figure 1. SSR Packet Format

B etween Linyphi ro uters such SSR pa ck ets a re sent
in E thernet fra mes with type co de O x 8 8 8 8 . (N o te tha t
SSR needs its own type co de to diff erentia te its pa ck ets
fro m tho se o f o ther ro uting pro to co ls.) There a re two
ma jo r types o f SSR pa ck ets: (1 ) da ta g ra m pa ck ets,
co nta ining a n enca psula ted IP v6 pa ck et a nd (2 ) co ntro l
messa g es req uired e. g . fo r ma inta ining the virtua l ring .
(See fig ure 1 fo r a n illustra tio n.) This diff erentia tio n
co rrespo nds to the diff erence between IP a nd IC MP
pa ck ets.

A s shown in fig ure 1 , the g enera l SSR hea der co n-
sists o f fo ur fields:

• Type (1 byte) indica ting the type a nd subtype o f
the SSR pa ck et.

• P a th leng th (1 byte) g iving the number o f ho ps in
the subseq uent so urce ro ute.

• So urce R o ute (6 ∗ n bytes, where n is the pa th
leng th): A list o f the SSR -ID s a lo ng which the
pa ck et will be sent ho p by ho p.

• D estina tio n (6 bytes): The SSR -ID o f the desti-
na tio n ro uter. N o te tha t this ca n diff er fro m the
la st ho p in the so urce ro ute when the sender o r
a media to r no de co uld no t retrieve the full so urce
ro ute to the destina tio n fro m its ca che.

D epending o n the co ntro l messa g e type, the SSR
hea der will co nta in further fields. (See the do cumenta -
tio n a cco mpa nying the so urce co de fo r deta ils.)

4.3 Path M TU D iscov ery

A s specified in [3 ], a ll IP v6 end-ho sts ha ve to sup-
po rt the so -ca lled pa th-MTU disco very. If a pa ck et is
to o lo ng to be rela yed further, the intermedia te IP v6
ro uter will send a n IC MP v6 pa ck et ba ck to the sender
co nta ining the va lue o f the MTU in which the pa ck et
sho uld fit. The ho st will then resend a n a cco rding ly
fra g mented pa ck et. Therefo re, o ur Linyphi ro uters a lso



have the functionality of IPv6 path-M T U discovery
with sm all adjustm ent: Since a host is com pletely un-
aware of L inyphi, and has no k nowledg e of the overhead
introduced by the SSR header, L inyphi m ust reduce the
M T U value by L , the size of SSR header, before sending
back the IC M Pv6 pack et.

5 Exte n sion to IP v4 In te rn e t

Althoug h L inyphi aim s prim arily at providing IPv6
within a m esh network of IPv6 hosts, it is also capa-
ble of inter-operating with the IPv4 Internet. T o this
end L inyphi adopts the em bedding of IPv4 addresses
into IPv6 addresses and – m ore im portantly – the m ap-
ping of IPv6 addresses to IPv4 addresses by the help of
network address translation (N AT ). T hereby, L inyphi
routers can act (separately or jointly) as g ateways to
the IPv4 Internet.

5.1 NAT Gateways

L inyphi’s N AT functionality is based on an IPv4 -to-
IPv6 translation m echanism that has been specifi ed in
[1 9 ]. Its core idea is to send pack ets that are destined
to the IPv4 Internet via SSR datag ram m essag es to a
g ateway that can translate the IPv6 pack ets into IPv4
pack ets, and vice versa.

Since each SSR router needs to be able to determ ine
a g ateway, each L inyphi router is provided with a g ate-
way table, i.e. a list of the SSR -ID s of the L inyphi g ate-
ways that are available to the respective router. W hen
an off -network pack et arrives at the source router it
chooses a g ateway from the table and encapsulates the
pack et so that it can be forwarded via SSR to that g ate-
way. T he g ateway will decapsulate the pack et, trans-
late it into an IPv4 pack et, and store the respective
state req uired for translating potential IPv4 traffi c des-
tined back into the L inyphi network .

N ote that the N AT m echanism itself (perform ed by
the g ateways) is identical to the N AT as described in
[1 9 ]. T his also m eans that g ateways need to treat N AT
incom patible application layer protocols (e. g . D N S,
F T P, etc.) by an additional N AT application layer
g ateway (AL G ) m echanism . O ur L inyphi im plem en-
tation provides treatm ent for som e popular protocols,
but it is far from being ex haustive. M oreover, our im -
plem entation does not yet include cryptog raphic pro-
tection of g ateways ag ainst unauthorized use. H ence
L inyphi is currently only recom m ended for users with
unrestricted fl at rate Internet access.

5.2 F rag m en tatio n P ro b lem

As described above, path M T U discovery is m anda-
tory for IPv6 , but not for IPv4 . T oday, som e IPv4
hosts perform path M T U discovery by setting the D F
(don’t frag m ent) fl ag in the IPv4 header. B ut others
rely on the interm ediate IPv4 routers to frag m ent the
pack ets on their behalf.

In order to be interoperable with both types of IPv4
hosts, the L inyphi g ateway frag m ents the too-long in-
com ing IPv4 pack ets without a D F fl ag , or sends back
an IC M Pv4 pack et indicating the appropriate M T U
for those with the D F fl ag set (see [1 4 ]). B ecause of
the varying leng th of the SSR header, each L inyphi
router has the ability to perform IPv6 frag m entation,
althoug h they are encapsulated. N ote that this is only
utilized for those pack ets from the Internet.

5.3 D NS S erv ice

L inyphi supports not only the use of D N S servers
that reside within the L inyphi network . A host m ay
also choose any D N S server from Internet using an IPv4
em bedded IPv6 address form at. L inyphi accom plishes
this by a D N S AL G [1 9 ] on the g ateway, perform ing
D N Sv4 / 6 translation.

6 Im p le m e n ta tion a n d Eva lu a tion

W e used the L ink sys wireless L AN router W R T 5 4 G S
for our im plem entation of L inyphi. T his is a popular
L inux based M IPS device with fi ve 1 0 / 1 0 0 E thernet
ports and an IE E E 8 0 2 .1 1 g interface. F or testing we
also used a SuSE 9 .3 L inux desk top and W indowsX P
notebook . N ote that L inyphi does not req uire any
m odifi cations of the latter devices. All the function-
ality is contained in the router.

T he L ink sys router was eq uipped with O penW rt,
a L inux distribution particularly for the W R T 5 4 G / S
routers. T he initial version of O penW rt was based
on the orig inal L ink sys code for the fi rm ware of
the W R T 5 4 G router. T his code was released under
the G N U G eneral Public L icense (G PL ). M eanwhile,
O penW rt has developed into a fully-featured L inux sys-
tem with the 2 .4 .3 0 k ernel.

6 .1 Arch itec tu ral O v erv iew

L inyphi has been im plem ented in C + + . T here are
two m ain m odules inside a router: the SSR k ernel and
the InterfaceK eeper (cf. fi g 2 ). T he SSR k ernel ex e-
cutes the core alg orithm s for the SSR protocol, e. g .
m aintenance of the virtual ring , discovery of source
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Figure 2. Overview of a Linyphi router

routes, etc. . The Interfa ceK eeper is responsible for the
intera ction with the L inux network sta ck, e. g . pa cket
delivery a nd reception. F urthermore, it implements
the required ta sks of a norma l IP v6 router, like sending
router a dvertisements, performing neig hbor discovery,
etc.

The interfa ce between these two modules consists of
the following seven methods:

• void SSR kern ::ssrN odeU p (stru ct ssr a ddr a ddr)
The Interfa ceK eeper informs the SSR kernel of the
presence of a newly a tta ched SSR router.

• void SSR kern ::ssrN odeD ow n (stru ct ssr a ddr a ddr)
Interfa ceK eeper informs the SSR kernel tha t a
neig hboring SSR router is no long er rea cha ble.

• void SSR kern ::h a n dleIP v6 P a cket
(stru ct ssr a ddr a ddr, u n sign ed ch a r * ip v6 pa cket,
in t len )

A fter reception of a n IP v6 pa cket from a n a tta ched
host, the Interfa ceK eeper uses this method to pa ss
the pa cket to the SSR kernel for enca psula tion.
N ote tha t it provides the SSR a ddress of the desti-
na tion router, i. e. the router to which the pa cket’s
destina tion host is a tta ched.

• void SSR kern ::h a n dleSSRP a cket
(con st u n sign ed ch a r* ssr pa cket, in t len )
A fter reception of a n SSR messa g e from a neig h-
boring router, the Interfa ceK eeper pa sses the
pa cket to the SSR kernel for processing , including
forwa rding or deca psula tion in ca se of da ta g ra m
messa g es. In the la tter ca se the SSR kernel will
ca ll sen dSSRP a cket or deliverIP v6 P a cket respec-
tively.

• void In terfa ceK eeper::deliverIP v6 P a cket
(con st u n sign ed ch a r* bu f, in t len )
W hen a n SSR da ta g ra m messa g e a rrives a t its des-
tina tion router, the SSR kernel ex tra cts the orig i-
na l IP v6 pa cket a nd ca lls this method to pa ss it to
the Interfa ceK eeper for delivery to the destina tion
host.

Figure 3 . E x am ple with s ix Link s ys routers

• void In terfa ceK eeper::sen dSSRP a cket
(stru ct ssr a ddr a ddr, con st u n sign ed ch a r* bu f,
in t len , in t ip off set)

The SSR kernel pa sses a n SSR messa g e to the In-
terfa ceK eeper for forwa rding it to the neig hbor-
ing router identifi ed by the g iven SSR -ID . N ote
tha t optiona lly the kernel ca n inform the Inter-
fa ceK eeper a bout the leng th of the SSR hea der.
This is required for some IP v6 interopera bility
mecha nisms, like cha ng ing the TTL va lue, send-
ing IC MP v6 messa g es indica ting the loca l MTU
va lue, etc.

• void In terfa ceK eeper::sen dIC M P v6 D estU n rea ch
(con st u n sign ed ch a r* ip v6 pa cket, in t len )
W hen the SSR kernel is una ble to determine a
route to the requested destina tion router, it ca lls
this method. The Interfa ceK eeper will then send
a n IC MP v6 destina tion unrea cha ble pa cket ba ck
to the pa cket source.

The Interfa ceK eeper a lso conta ins the so-ca lled
neig hbor ta ble tha t a ssocia tes SSR -ID , MA C a ddress
a nd interfa ce identifi er of a ll neig hboring L inyphi
routers. W ith this ta ble the Interfa ceK eeper is a ble
to send SSR messa g es via E thernet fra mes when it is
g iven the SSR -ID of the respective neig hboring router.
The Interfa ceK eeper retrieves the SSR -ID of neig hbor-
ing routers from their router a dvertisements. (A s de-
scribed a bove IP v6 router a dvertisements conta in the
SSR -ID of the respective router, thus they a re a lso used
a s SSR hello messa g es in this implementa tion.) In or-
der to detect the loss of a neig hboring router, ea ch
entry in the neig hbor ta ble is a ssocia ted with a timer
tha t is reset upon reception of a router a dvertisement.
W hen the timer ex pires, ssrN odeD ow n is ca lled.



6.2 Experimental Evaluation

We tested our implementation with the network
topolog y shown in fig 3 . T he notebook communi-
cates with the serv er throug h a L inyphi network of
six routers. T he numbers depicted abov e each L inyphi
router are the last bytes of the respectiv e SSR-IDs.
(Remember that L inyphi simply takes the MA C ad-
dress of one of the router’s network cards as the router’s
SSR-ID.)

A bout three seconds after the routers hav e been
switched on, SSR has established its v irtual ring , i. e.
each router has found its v irtual neig hbors. (N ote that
this time corresponds to the time interv al between SSR
hello messag es.)

When the notebook sends an IP v 6 packet to the
serv er, the default router of the notebook R28 needs to
find a source route to the default router of the serv er
R7E . A t the beg inning , R28 does not know a path to
R7E . It therefore sends the packet to R81 , its predeces-
sor on the ring . (N ote that routing direction depends
on v irtual distance.)

Since R7E is a predecessor of R81 , the latter has
cached a source route to R7E, namely 8 1 -2 8 -6 9 -7 E .
U sing this source route, R81 forwards the packet to
R28. U pon reception of the packet, the R28 detects
that there exists a source route from itself to R7E .
H ence it stores this new route 2 8 -6 9 -7 E in its cache
and subsequently uses this new route, which is actu-
ally the g lobally shortest. (N ote that the latter is not
always the case with SSR.)

When we break the link between R28 and R6 9 , pack-
ets from R28 to R7E are queued and finally dropped at
R28. A fter about four seconds the entry in the neig h-
bor table has timed out and R28 will delete the source
route 2 8 -6 9 -7 E . (N ote that this delay is determined by
the frequence of the IP v 6 router adv ertisements. If R28

knew that the link was broken and not only temporarily
unavailable, it could immediately delete the respectiv e
source route.)

O nce the broken source route has been deleted, R28

sends the packets ag ain to its predecessor R81 who tries
to forward it ag ain v ia the source route 8 1 -2 8 -6 9 -7 E ,
i. e. sends it back to R28. U pon reception of that packet
R28 immediately sends back a link broken messag e to
R81 who now reg ards R7E as unavailable. R81 selects
a new predecessor from its route cache, in our example
R3 2, and sends a predecessor notification. R3 2 replies
with a predecessor update, pointing R81 to R6 9 . A fter
the exchang e of another notification-update pair, R81

has ag ain a source route to R7E , namely 8 1 -3 2 -6 9 -7 E .
T he whole cascade from detection of the broken link to
its repair takes in our setup less than 5 0 milliseconds.

3 -h o p (1 0 M b ) P in g 6 H T T P F T P S C P
S ta tic R o u tin g 2.1 20 m s 85 8 K B / s 888 K B / s 9 4 7 K B / s
S S R 4 .25 2 m s 75 1 K B / s 778 K B / s 76 9 K B / s

7-h o p (1 0 M b ) P in g 6 H T T P F T P S C P
S ta tic R o u tin g 4 .5 71 m s 86 5 K B / s 9 0 9 K B / s 9 1 2 K B / s
S S R 1 0 .9 4 m s 6 6 4 K B / s 6 87 K B / s 6 6 5 K B / s

P in g S C P (u p ) S C P (d o w n )
H o m e D S L 4 8.7 m s 6 0 ,6 K B / s 29 2 K B / s

Table 1. Performance comparison between

L iny ph i and static IP rou ting

N ote that the packets now follow the source route 2 8 -
8 1 -3 2 -6 9 -7 E . T he shortest path 2 8 -7 5 -6 9 -7 E has not
(yet) been detected.

6.3 P erformance R esults

A lthoug h our implementation did not aim at hig h
performance, we nev ertheless compared L inyphi’s per-
formance to that of the unmodified L inksys routers.
In particular, we tested four protocols (H T T P , F T P ,
SC P and P ing 6 ) that can g iv e a realistic impression of
the performance as experienced by a L inyphi user. T a-
ble 1 g iv es the round trip time (RT T ) and throug hput
results of that experiments. (T he g iv en numbers are
av erag e v alues of six runs each.)

T he results show that L inyphi increases the RT T by
almost a factor of 3 , but the throug hput is reduced only
by about 1 0 % – 2 5 % . T hus, we conclude that L inyphi is
already useful for many bulk-data oriented peer-to-peer
applications. T his is especially true when we consider
that with L inyphi peer-to-peer applications can keep
their traffi c in the local mesh cloud instead of always
trav ersing e. g . a DSL connection. T o illustrate that
benefit, table 1 also g iv es typical v alues for a 6 MB it/ s
WiF i/ DSL home access connecting to a machine at the
local univ ersity.

We are confident that L inyphi’s performance can be
further increased in the near future. (N ote that the cur-
rent bottleneck of the L inyphi is the processor time.)
O ne step is to integ rate L inyphi into the routing sub-
system of the L inux kernel. E specially packets already
containing the full source route can thus be quickly
processed on the ” fast path” . A nother step is the re-
duction of the SSR ov erhead. T his can be achiev ed by
replacing the 6 byte SSR-IDs in the source routes with
short labels that locally denote the next hop router.
(See [4 ] for details.) With these improv ements we ex-
pect L inyphi to achiev e the performance of the reg ular
L inksys router.



7 Con c lu sion a n d F u tu re W ork

In this paper, we presented Linyphi, a novel rout-

ing infrastructure that is based on the SSR proto-

col. Linyphi allows users to create large self-organiz ing

meshes of wireless LA N clouds that are fully transpar-

ent to unmodifi ed IP v6 hosts. Thereby, peer-to-peer

applications running on these hosts have an increased

lik elihood to fi nd peers locally, e.g. within the same

block of fl ats, the same street, or the same neighbor-

hood community.

W e demonstrated that our current Linyphi imple-

mentation is within a factor of 1 – 2 of the performance

of a state-of-the-art Linux router. Since the under-

lying routing protocol is self-organiz ing, Linyphi can

be deployed even in large-scale settings almost without

any confi guration. M oreover, when compared to the

currently most widely employed scenario where home

network s are separately connected to the Internet via a

D SL router, Linyphi already has a performance benefi t

of more than a factor of 2 – 3 .

In the future, we ex pect to increase Linyphi’s se-

curity and performance further. Concerning secu-

rity we are investigating ex tensions to SSR that al-

low the introduction of SSR fi rewalls that can help to

identify and fi lter malicious traffi c. Such mechanisms

would also support authentication, authorization and

accounting, and e.g. control the use of the gateway

connecting Linyphi to the Internet. P erformance-wise

we are currently optimiz ing the implementation, e.g.

by streamlining the code, integrating a ’fast-path’ into

the k ernel, and by reducing the protocol overhead in

the pack et header.

W e are also planning an implementation that brings

SSR directly to the host. Thereby, a host could ben-

efi t from SSR ’s support for node mobility, too. M ore-

over, since SSR can directly provide the semantics of a

structured routing overlay, this would allow high per-

formance mobile peer-to-peer applications.
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