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ABSTRACT
There are many application classes where the users are flexible with respect to the output quality. At the same time, there are other constraints, such as the need for real-time or interactive response, which are more crucial. This paper presents and evaluates a runtime algorithm for supporting adaptive execution for such applications. The particular domain we target is distributed data mining on streaming data. This work has been done in the context of a middleware system called GATES (Grid-based AdaptTive Execution on Streams) that we have been developing.

The self-adaptation algorithm we present and evaluate in this paper has the following characteristics. First, it carefully evaluates the long-term load at each processing stage. It considers different possibilities for the load at a processing stage and its next stages, and decides if the value of an adaptation parameter needs to be modified, and if so, in which direction. To find the ideal new value of an adaptation parameter, it performs a binary search on the specified range of the parameter.

To evaluate the self-adaptation algorithm in our middleware, we have implemented two streaming data mining applications. The main observations from our experiments are as follows. First, our algorithm is able to quickly converge to stable values of the adaptation parameter, for different data arrival rates, and independent of the specified initial value. Second, in a dynamic environment, the algorithm is able to adapt the processing rapidly. Finally, in both static and dynamic environments, the algorithm clearly outperforms the algorithm described in our earlier work and an obvious alternative, which is based on linear-updates.

1. INTRODUCTION
In recent years, there has been much interest on adaptive or auto-nomic computing. Adapting applications or programs has been studied by many, and a variety of solutions have been proposed, including those through new algorithms [17], runtime/middleware [14, 5, 3, 27], and language/compilers [12, 9, 11].

There are many application classes where the users are flexible with respect to the output quality. At the same time, there are other constraints, such as the need for real-time response, or limit on the consumption of certain resources, which are more crucial. For example, while visualizing simulation data, the output can be viewed at different granularity, i.e, the output image can be 512 × 512, 1024 × 1024, or 2048 × 2048, etc. While it is preferable to view the image at the finest level, constraints such as the need for real-time response or interactivity could be more important. Examples of applications where the users can have some flexibility in the output arise in multimedia (including video/audio streaming applications), image processing, scientific visualization, and data mining/analysis on simulation data.

This paper presents and evaluates a runtime algorithm for supporting adaptive execution. The particular domain we target is distributed data mining on streaming data. This work has been done in the context of a middleware system called GATES (Grid-based AdaptTive Execution on Streams) that we have been developing [7]. GATES system has been designed to support processing of distributed data streams in a wide-area environment.

In the stream model of processing, data arrives continuously and needs to be processed in real-time, i.e., the processing rate must match the arrival rate. In view of this, an important goal of the GATES system is to allow the most accurate analysis, while still meeting the real-time constraint. To enable this, application developers can expose one or more adaptation parameters, along with a range of their acceptable values. A higher (or lower) value of the adaptation parameter results in more accurate but slower processing. Thus, the goal of the system is determine the highest (or the lowest) value of the parameter which can still meet the real-time constraint. Moreover, the environment for processing the data streams can be dynamic, i.e., data arrival rates, and/or the available network bandwidth or CPU cycles can vary over time. In such cases, the system should be able to adjust adaptation parameters dynamically. Such functionality is achieved through a self-adaptation algorithm.

The self-adaptation algorithm we present and evaluate in this paper has the following characteristics. First, it carefully evaluates the long-term load at each processing stage. It considers different possibilities for the load at a processing stage and its next stages, and decides if the value of an adaptation parameter needs to be modified, and if so, in which direction. To find the ideal new value of an adaptation parameter, it performs a binary search on the specified range of the parameter.

To evaluate the self-adaptation algorithm in our middleware, we have implemented two streaming data mining applications. These are, clustering evolving data streams [1], and finding frequent items in distributed data streams [18]. GATES’ support for specifying and deploying the processing as a series of stages simplifies the development of these streaming data mining applications. Moreover, we also show how each of these applications naturally has an adaptation parameter, which allows a trade-off between accuracy and processing rate.

We have evaluated our self-adaptation algorithm extensively using these two applications. The main observations from our experiments are as follows. First, our algorithm is able to quickly converge to stable values of the adaptation parameter, for different data arrival rates, and independent of the initial value that is specified. Second, in a dynamic environment, the algorithm is able to adapt the processing rapidly. Finally, in both static and dynamic environments, the algorithm clearly outperforms the algorithm described in our earlier work [7], and an obvious alternative, which is based on linear-updates.
2. OVERVIEW OF THE GATES SYSTEM

This section describes the motivation and the major design aspects of the GATES system.

2.1 Motivation

Increasingly, a number of applications across computer sciences and other science and engineering disciplines rely on, or can potentially benefit from, analysis and monitoring of data streams. In the stream model of processing, data arrives continuously and needs to be processed in real-time, i.e., the processing rate must match the arrival rate. There are two trends contributing to the emergence of this model. First, scientific simulations and increasing numbers of high precision data collection instruments (e.g., sensors attached to satellites and medical imaging modalities) are generating data continuously, and at a high rate. The second is the rapid improvements in the technologies for Wide Area Networking (WAN), as evidenced, for example, by the National Lambda Rail (NLR) effort and the interconnectivity between the TeraGrid and Extensible Terascale Facility (ETF) sites. As a result, often the data can be transmitted faster than it can be stored or accessed from disks within a cluster.

The important characteristics that apply across a number of stream-based applications are: 1) the data arrives continuously, 24 hours a day and 7 days a week, 2) the volume of data is enormous, typically tens or hundreds of gigabytes a day, and the desired analysis could also require large computations, 3) often, this data arrives at a distributed set of locations, and all data cannot be communicated to a single site, 4) it is often not feasible to store all data for processing at a later time, thereby, requiring analysis in real-time.

We briefly describe two representative examples. The first application we consider is online network intrusion detection, which is a critical step for cyber-security. Online analysis of streams of connection request logs and identifying unusual patterns is considered useful for network intrusion detection [10]. To be really effective, it is desirable that this analysis be performed in a distributed fashion, and connection request logs at a number of sites be analyzed. Large volumes of data and the need for real-time response make such analysis challenging. The second example is computer vision based surveillance. Multiple cameras shooting images from different perspectives can capture more information about a scene or a set of scenes. This can enable tracking of people and monitoring of critical infrastructure [4]. A recent report indicated that real-time analysis of the capture of more than three digital cameras is not possible on current desktops, as the typical analysis requires large computations. Distributed and grid-based processing can enable such analysis, especially when the cameras are physically distributed and/or high bandwidth networking is available.

We view the problem of flexible and adaptive processing of distributed data streams as a grid computing problem. We believe that a distributed and networked collection of computing resources can be used for analysis or processing of these data streams. Computing resources close to the source of a data stream can be used for initial processing of the data stream, thereby reducing the volume of data that needs to be communicated. Other computing resources can be used for more expensive and/or centralized processing of data from all sources. Because of the real-time requirements, there is a need for adapting the processing in such a distributed environment, and achieving the best accuracy of the results within the real-time constraint.

2.2 Key Goals

There are three main goals behind the design of the system.

1. Enable the application to achieve the best accuracy, while main-
adaptation parameters. Specifically, the function

\[
specifyPara(init\_value, \text{max}_\text{value}, \text{min}_\text{value}, \text{increase}_\text{or}_\text{decrease})
\]

is used to specify an initial value and a range of acceptable values of an adaptation parameter, and also state whether increasing the parameter value results in faster or slower processing.

Assume that the data arrives at a server in fixed-size packets. Let the average data arrival rate be denoted by \( \lambda \). The rate at which the server is able to consume the packets is denoted by \( \mu \). If we have flexibility in controlling the accuracy of the analysis, our goal is to adjust the parameters to maintain a good balance between \( \lambda \) and \( \mu \). Clearly, if \( \mu < \lambda \), the queue will saturate, and real-time constraint on processing cannot be met. In this case, we need to slow-down the processing that is performed by the sending server, i.e., make the processing more accurate. Alternatively, we can increase the rate of processing at the current server, possibly losing some accuracy. If \( \lambda \) is much lower than \( \mu \), we are under-utilizing the current server. In this case, we can speed up the processing at the sending server.

As \( \lambda \) and \( \mu \) cannot be determined at any given instance, we focus on the current length of the queue, which is indicative of the ratio between the two. Our objective is to keep the average queue size within an interval between the two pre-defined thresholds. This goal could be achieved by dynamically adjusting the processing rates of the current and the preceding server. This, in turn, can be done by properly tuning the value of adaptation parameters.

Overall, there are two challenges in the algorithm. The first challenge is to correctly weigh in the recent as well as long-term behavior of the queue. For this purpose, we introduce a long-term average queue size factor, denoted by \( \Bar{d} \). The other challenge is to promptly have the adaptation parameter converge to an ideal value. This will allow the algorithm to be sensitive to a varying environment. The main two steps of the algorithm, evaluating \( \Bar{d} \), and adjusting parameters, respectively, overcome these two challenges. The list of terms used in our algorithm is listed in Figure 1.

**Evaluating Long-Term Load:** This calculation is based upon three distinct load factors and learning by weighing these factors. These three load factors are denoted by \( \phi_1 \), \( \phi_2 \) and \( \phi_3 \), respectively.

\( \phi_1 \) focuses on long-term load and is computed as follows. If the current length of the queue, \( d \), is larger or less than some thresholds, we say that the queue is over or under-loaded. From the start of the system, \( t_1 \) is the number of times the system was found to be over-loaded and \( t_2 \) is the number of times the system was found to be under-loaded. \( t_1 \) and \( t_2 \) describe the long-term behavior of the system. We compute \( \phi_1 \) as follows.

\[
\phi_1(t_1, t_2) = \begin{cases} 
  \frac{t_1 - t_2}{t_1 + t_2} & \text{if } (t_1 + t_2 > 0) \\
  0 & \text{if } (t_1 + t_2 = 0)
\end{cases}
\]

The reasoning for choosing this expression is that even if \( t_1 \) and \( t_2 \) are large, if they are very close, we believe that the system is properly loaded from a long-term perspective.

To focus on the short-term behavior, we define the variable \( w \) and \( \Bar{d} \). We choose a window size \( W \) and record the last \( W \) times the system was observed to be over or under-loaded. \( w \) is a variable that is incremented by 1 for every occurrence of over-load within the window, and decremented by 1 for every occurrence of under-load within this window. Thus, \(|w| \leq W \). We compute \( \phi_2 \) as follows.

\[
\phi_2(w) = \begin{cases} 
  w \times \frac{1}{|w|} \times e^{\frac{|w|}{k+1}} & \text{if } |w| \neq 0 \\
  0 & \text{if } |w| = 0
\end{cases}
\]

We also use another short-term indicator, which is computed as follows. \( \Bar{d} \) is the average of the \( d \) values observed in recent times. Furthermore, \( E \) is a user-defined expected length of the queue and \( L \) is the capacity of the queue. Then, we have

\[
\phi_3(\Bar{d}) = \begin{cases} 
  \frac{\Bar{d} - E}{E} & \text{if } \Bar{d} < E \\
  \frac{\Bar{d} - E}{-E} & \text{if } \Bar{d} \geq E
\end{cases}
\]

The range of values of \( \phi_3 \) is \([-1, 1]\). Moreover, the closer \( \phi_3 \) is to 1, it is more likely that the unit is over or under-loaded. Now, we can use the following equation to calculate \( \Bar{d} \).

\[
\Bar{d} = \alpha \times \Bar{d} + (1 - \alpha) \times (P_1 \times \phi_1(t_1, t_2) + P_2 \times \phi_2(w) + P_3 \times \phi_3(\Bar{d}))
\]

Here, \( P_1, P_2, P_3 \) are the factors that give weight to \( \phi_1 \), \( \phi_2 \), and \( \phi_3 \), respectively, and satisfy the constraint \( P_1 + P_2 + P_3 = 1 \). Moreover, \( 0 < \alpha < 1 \) is a pre-defined learning rate which helps remove transient behavior.

Similar to \( \phi_1 \), \( \Bar{d} \in [-1, 1] \), and the closer \( |\Bar{d}| \) to 1, it is more likely that the unit is having very high or low load. Particularly, when \( \Bar{d} \) exceeds the pre-defined interval \([-LT, LT]\), the current server will be thought of as being under-loaded or over-loaded. These load states indicated by \( \Bar{d} \) are used to tune adaptation parameters.

### 3.2 New Algorithm and Parameter Adjustment
We now describe our new algorithm, focusing on how an adaptation parameter is modified at runtime according to the evaluation of $\hat{d}$. In the following discussion, we specifically focus on the server $B$ in Figure 2. The server $B$ receives data from the server $A$ and processes and forwards data to the server $C$. There could be two types of adaptation parameter $P_B$ at the server $B$. One is called performance parameter. Incrementing its value results in increasing the processing rate, $\mu_B$, and decreasing the accuracy of the processing. Thus, a higher value of $P_B$ will allow the server $B$ to process the data faster. However, this will also result in a higher load for the server $C$. Another type of adaptation parameter is accuracy parameter. Contrary to a performance parameter, changing the value of an accuracy parameter can contribute to the reverse impacts as we describe above. For simplicity, our description of the algorithm assumes that the server $B$ has a performance parameter. We have considered both accuracy and performance parameters in our experimental evaluation of the algorithm.

There are two main issues for the parameter adaptation component of our algorithm. The first question is deciding when we should increase or decrease $P_B$, and when we should leave it unchanged. The second question is deciding the new value of $P_B$, when we need to change the parameter. To answer the first question, we define the load state for a given server.

**Definition 1.** The load state for the server $B$, denoted by $S_B$, is based on the tuple $(d_B, d_C)$. Particularly, we consider three possibilities for each of $d_B$ and $d_C$, which are, $\hat{d} < -LT$, $-LT \leq \hat{d} \leq LT$ or $\hat{d} > LT$. Thus, there are nine distinct load states for a server.

The nine possible load states are shown in Figure 3. Among these states, we consider $S_4$, $S_5$ and $S_8$ convergent states. Each of the other 6 states is considered non-convergent. In a convergent state, there is no need to modify the adaptation parameter at the server $B$, whereas in a non-convergent state, the parameter $P_B$ needs to be modified.

The action taken by our algorithm in each of these cases is shown in Figure 3. We now explain the rationale for the strategy for different cases.

Initially, we consider states $S_1$, $S_2$, and $S_3$. These three states are common in the fact that the server $B$ is underutilized. In such a case, we can improve the accuracy of processing at the server $B$, irrespective of the state of the server $C$. Note that in a streaming environment, the data arrival rate at the first stage cannot be modified. Thus, for each of the subsequent stages, our goal is to be able to achieve highest possible accuracy, without making them the bottleneck.

Next, let us consider the convergent states, which are $S_4$, $S_5$ and $S_8$. When the server $B$’s state is $S_4$, it implies that the server $B$’s load is within the desired range, whereas, the server $C$ is under-utilized. In such a case, the server $B$ does not need to make any change. Note, however, that the same algorithm is applied on the server $C$ also, and in this case, server $C$ can increase the accuracy of the processing, if it has a parameter to modify. In the state $S_5$, the load at both $B$ and $C$ is in the desired range, so clearly, no changes are required. The last convergent state is $S_8$. In this state, the server $B$ is overloaded, whereas the server $C$ is underload. Thus, increasing the processing rate at the server $B$ can make $C$ overlaid, which is not desirable. Thus, the server $B$ does not make a change. Again, note that the same algorithm is being applied at the server $A$, and if possible, server $A$ should decrease the rate at which it forwards data to the server $B$.

The three remaining states are $S_6$, $S_7$ and $S_9$. In the state $S_6$, the server $C$ is overloaded. In this case, the server $B$ will adjust to slow down the rate at which it forwards the data to the server $C$. Note that it may be possible for $C$ to avoid the overload by adjusting a parameter locally, but the server $B$ does not assume that such a parameter exists. The action for the state $S_7$ is easy to explain. The server $B$ is overloaded, whereas the server $C$ is underload. Thus, $B$ needs to increase the rate of processing. The state $S_9$ is quite challenging, as both $B$ and $C$ are overloaded. In this case, the only likely acceptable solution will be to have the server $A$ slow down the processing. To facilitate this, the server $B$ further slows down the processing. This will reduce the load at $C$, but can increase the load at $B$. Since the server $A$ views the load information at the server $B$, and not the server $C$, this is most likely to create convergence.

The second important challenge for our algorithm is to determine the new (higher or lower) value for $P_B$, when a change in its value is needed. There are several considerations that must be used. First, the system should be able to converge to an ideal value for the adaptation parameters, i.e., the one which allows the best accuracy, while still meeting the real-time constraint. Second, this convergence should be achieved quickly. This is important for adapting in a dynamic environment, and for avoiding loss of packets when buffer sizes are small.

One obvious way for adjusting parameters will be to use a linear update algorithm, i.e., changing $P_B$ by a fixed value in each iteration. As we will show through our experimental evaluation, this scheme has the following shortcoming. If the amount of the change is large, the system may never reach the ideal value. On the other hand, if the amount of the change is small, a large number of iterations may be required for convergence.

Therefore, we have designed a method which is similar to a binary tree search. The overall algorithm is shown in Figure 4. Two variables, $left\_border$ and $right\_border$, are used in the third step of the algorithm. These define a range within which $P_B$ can be changed.

<table>
<thead>
<tr>
<th>State</th>
<th>Condition</th>
<th>Adjustment Strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$d_B &lt; -LT$, $d_C &lt; -LT$</td>
<td>Decrease $P_B$ and increase accuracy</td>
</tr>
<tr>
<td>2</td>
<td>$d_B &lt; -LT$, $-LT \leq d_C \leq LT$</td>
<td>Decrease $P_B$ and increase accuracy</td>
</tr>
<tr>
<td>3</td>
<td>$d_B &lt; -LT$, $d_C &gt; LT$</td>
<td>Decrease $P_B$ and increase accuracy</td>
</tr>
<tr>
<td>4</td>
<td>$-LT \leq d_B \leq LT$, $d_C &lt; -LT$</td>
<td>Do not change $P_B$</td>
</tr>
<tr>
<td>5</td>
<td>$-LT \leq d_B \leq LT$, $-LT \leq d_C \leq LT$</td>
<td>Do not change $P_B$</td>
</tr>
<tr>
<td>6</td>
<td>$-LT \leq d_B \leq LT$, $d_C &gt; LT$</td>
<td>Decrease $P_B$ and increase accuracy</td>
</tr>
<tr>
<td>7</td>
<td>$d_B &gt; LT$, $d_C &lt; -LT$</td>
<td>Increase $P_B$ to speed up the processing rate</td>
</tr>
<tr>
<td>8</td>
<td>$d_B &gt; LT$, $-LT \leq d_C \leq LT$</td>
<td>Do not change $P_B$</td>
</tr>
<tr>
<td>9</td>
<td>$d_B &gt; LT$, $d_C &gt; LT$</td>
<td>Decrease $P_B$ to and increase accuracy</td>
</tr>
</tbody>
</table>

Figure 3: Summary of Load States
Algorithm getSuggestedPara()

1. //Calculate the tuple $T$
   $d_B = \text{calculateMyLongTermLoad}();$
   $\text{next}server = \text{getMyFollowingServer}();$
   $d_C = \text{next}server.\text{calculateMyLongTermLoad}();$
   $T = (d_B, d_C)$
2. Determine which load state $T'$ belongs to
3. //Update the adaptation parameter's value
   if the direction is "do not change $P_B$"
   {
     // the current value of $P_B$ is $val$
     do nothing
   }
   if the direction is "decrease $P_B$"
   {
     //The initial value of right-border is max_value
     right-border = $val$
     $val = \frac{\text{left-border} + \text{right-border}}{2}$
   }
   if the direction is "increase $P_B$"
   {
     //The initial value of left-border is min_value
     left-border = $val$
     $val = \frac{\text{left-border} + \text{right-border}}{2}$
   }
4. return $val$

Figure 4: Self Adaptation Algorithm

The initial values are the minimum and the maximum values of the adaptation parameter, which the GATES API requires from application developers. These values are denoted as min_value and max_value, respectively.

We proceed as follows. The current value is denoted as $val$. When it is determined that $P_B$ should be decremented, the new range is changed to $[\text{left-border}, val]$, and $val$ is updated to the mid-point of the new range. When it is determined that $P_B$ should be incremented, the new range is $[val, \text{right-border}]$, and again, $val$ is updated to the mid-point of the new range.

Therefore, $P_B$ will eventually converge to a value within the range $[\text{max_value} - \text{min_value}]$, assuming that the environment is static. In practice, our algorithm only requires between 3 and 5 steps to converge in a static environment.

Finally, we consider a dynamic environment. An environment is dynamic if the data arrival rate, available network bandwidth, and/or CPU cycle availability is varying. In such a case, the algorithm needs to be able to determine new ideal value. We modify the algorithm as follows. We store all previous ranges in a stack. When $P_B$ needs to be changed, and if current range is very small compared with the initial range, the previous range is popped from the stack.

4. STREAMING DATA MINING APPLICATIONS

This section describes the two streaming data mining applications that were used for our experimental study. We show how these applications can be developed and deployed using GATES system’s support. We also show how each of these applications naturally has an adaptation parameter, which allows trade-off between processing rate and accuracy.

The first application is clustering evolving data streams [1], and is referred to as CluStream. Clustering involves grouping similar object or data points from a given set into clusters. The particular problem considered here is clustering data arriving in continuous streams, especially as the distribution of data can change over time.

The algorithm we consider [1] approaches the problem as follows. The clustering process is divided into two major steps. The first steps involves computing micro-clusters that summarize statistical information in a data stream. The second step uses micro-clusters to compute the final clusters.

This two-step clustering algorithm can be easily implemented using the GATES middleware. Figure 5 shows the three stages that are used. The first stage is simply the data source, which sends streaming data to the second stage. The second stage computes micro-clusters. After a certain number of data points have been processed, it sends the computed micro-clusters to the third stage. The third and the final stage then applies the modified k-means algorithm [1] to create and output the final clusters. To make the system more efficient, the GATES transmits data streams through TCP sockets and only uses SOAP messages for stages to exchange load states.

Figure 5: Communication Topology for the CluStream Application
Figure 6: Communication Topology for the Dist-Freq-Counting Application

Note that the final number of clusters desired is specified by the user. However, the number of micro-clusters computed by the second stage needs to be chosen by the algorithm. A larger number of micro-clusters results in better accuracy in computing the final clusters. But, the amount of computation at the second stage and the volume of communication between the second and third stages are both directly proportional to the number of micro-clusters. Thus, the number of micro-clusters becomes an accuracy parameter for this application.

The second application we have studied finds frequent occurring itemsets in a distributed data stream and is referred to as Dist-Freq-Counting [18]. The problem is of finding frequently occurring itemsets across a set of data streams. If the distribution of data across the different streams is different, and if the communication bandwidth is limited, this problem can be quite challenging.

The algorithm we consider is an extension of a proposed algorithm for finding frequent items from distributed streams [18]. The algorithm addresses the problem stated above by arranging the nodes in a hierarchical structure. Figure 6 shows an example of such a structure. Each monitor node $M_t$ counts the frequencies of itemsets appearing in the stream $S_t$, and periodically sends this information to its parent node, which could be an intermediate node or the root node. Intermediate nodes combine the frequency information received from their children and pass them up to their parent node. Finally, the root node outputs the itemsets whose frequencies exceed the specified support threshold $\tau$.

To reduce communication loads, the monitor and intermediate nodes should avoid sending less frequent itemsets over the links. Therefore, the algorithm uses an error tolerance parameter $\varepsilon$ at every node, except the data sources. Only the itemsets with frequency greater than this parameter are forwarded to the next node.

The value of a tolerance parameter impacts both the processing rate and the accuracy. With a higher value, we could miss itemsets which may be frequent overall. With a lower value, the volume of communication can be increased. Generally, it is desirable that all nodes at the same level use the same tolerance value, and the tolerance value (frequency) is increased as we move closer to the root node.

In our implementation, we consider the tolerance parameter at the monitor nodes as a performance parameter. This is because the communication volume at this stage can be the highest, and therefore, the tolerance parameter has the largest impact on the performance.

5. EXPERIMENTAL EVALUATION

This section presents results from a number of experiments we conducted to evaluate our self-algorithm and the use of the GATES middleware for streaming data mining applications. Specifically, we had the following goals in our experiments:

- Demonstrate that our self-adaptation algorithm is able to quickly converge to the ideal value of the adaptation parameter, for different data stream arrival rates.
- Show that the algorithm is not sensitive to the initial value of adaptation parameter.
- Show that how the algorithm is able to vary the value of an adaptation parameter as the execution environment changes dynamically.
- Show that our algorithm is more efficient and effective than the algorithm presented in our earlier work [7] and an obvious alternative, which involves the use of linear adjustments.

The experiments were conducted using the two streaming data mining applications described in the previous section. For the CluStream application, we used the KDD-CUP'99 Network Intrusion Detection dataset. For Dist-Freq-Counting, we use a dataset generated by the IBM data generator [2]. The average size of each transaction in this dataset is 6.

5.1 Experimental Environment

For efficient and distributed processing of streaming data in a grid environment, we need high bandwidth networks and a certain level of quality of service support. Recent trends are clearly pointing in this direction. However, for our study, we did not have access to a wide-area network that gave high bandwidth and allowed repeatable experiments. Therefore, all our experiments were conducted within a single Linux cluster. Each node in the cluster has a Pentium III 933MHz CPU with 512MB of main memory and 300GB local disk space, interconnected with switched 100 Mb/s Ethernet. We sampled the queue loads every 50 ms and recalculate the values of the variables in Figure 1. Application developers can specify those pre-defined constants in Figure 1 to meet applications’ specific needs. For instance, if an application needs a bigger buffer and the system can afford it, the developer can set $L$ to a larger value. The developer could set $P_1$ larger than $P_2 + P_3$ if they believe the application should focus on the system’s long term behavior. In our experiments, we configured the parameter values as indicated in the Figure 7.

We conducted 3 sets of experiments, which are described in the rest of this section.

5.2 Convergence In a Static Environment
Figure 8: Convergence Under Different Data Arrival Rates: CluStream Application (top two charts) and Dist-Freq-Counting (bottom two charts)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>0.9</td>
</tr>
<tr>
<td>$W$</td>
<td>5</td>
</tr>
<tr>
<td>$E$</td>
<td>0.65</td>
</tr>
<tr>
<td>$L$</td>
<td>20,000</td>
</tr>
<tr>
<td>$P_1, P_2, P_3$</td>
<td>0.3, 0.5, 0.2, respectively</td>
</tr>
<tr>
<td>$LT$</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Figure 7: Parameter Values

Our first experiment demonstrated that the self-adaptation algorithm can choose the ideal values for the adaptation parameters under different data arrival rates, irrespective of the initial values of these parameters.

For CluStream, we initialized the number of micro-centers to 20, 40, 80, and 110. The allowed range of this parameter was $[10, 110]$. We used one data source, and controlled the data arrival rate at the second stage to be 50, 100, 200, and 400 Kbps, respectively. The results from the cases where the number of micro-clusters was 20 and 80 are shown as top two charts from Figure 8. Let us consider the first chart, where the initial values is 20. The value of the number of micro-clusters converged to 110, 73, 44, and 20, for the four data arrival rates we considered. The convergence occurred in an average of 5 steps, which corresponds to an average of 53 seconds. The X-axis in this chart is the number of steps, which denotes the number of invocations of the Algorithm shown in Figure 4. The results are similar when the initial value is 80. A similar set of experiments were also conducted using our second application, Dist-Freq-Counting. The results are shown as the bottom two charts in Figure 8. We set the range of $\epsilon_2$ to be $[0.0001, 0.0045]$. We set all monitor nodes to have the same data arrival rate and then considered six different rates and two different initial values. The algorithm converges in each of the cases.

5.3 Adaptation in a Dynamic Environment

In this subsection, we show that our binary search based adaptation algorithm can quickly adjust the value of an adaptation parameter in a dynamic environment. Such dynamic adaptation may be needed if the data arrival rate varies frequently, and/or if the available network bandwidth or CPU cycles can vary. For our experiments, we only considered variations in data arrival rates.

The two charts in Figure 9 consider the CluStream application. The allowed range of number of micro-clusters is $[10, 110]$. The initial value is 60. The initial data arrival rate is 400 Kbps. The data arrival rate is varied with two different frequencies, which are every 120 and 30 seconds, respectively. The left and the right charts in Figure 9 correspond to these two frequencies. The data arrival rate is varied between 40 Kbps and 400 Kbps, with a step of 60 Kbps, applied every 120 or 30 seconds.

The Y-axis in the charts in Figure 9 corresponds to both the data arrival rates, and the number of micro-clusters chosen by our algorithm. The scales for these values are shown in left and right side, respectively, of each chart. Our results show that our algorithm is able to vary the number of micro-clusters with the same frequency as rate of change of data arrival rate. As the data arrival rate increases, the number of micro-clusters goes down to the minimum possible value of 10. As the data arrival rate decreases, it goes back up to a higher value.

One interesting question is, how does the frequency of change of
Figure 9: Algorithm Behavior in a Dynamic Environment: CluStream Application

Figure 10: Algorithm Behavior in a Dynamic Environment: Dist-Freq-Counting
data arrival rates impact the algorithm. We can see that the range of number of micro-clusters is [10, 85] with the slower rate of change (first chart) and [10, 60] with the higher rate of change (second chart). This is because our algorithm needs to see an under-loaded server for a long duration to increase the accuracy of the processing to the highest levels.

We also conducted the same experiment with the other application. The results are shown in Figure 10. The results are very similar. The range of variation of $e_2$ is quite limited when the frequency in the change of data arrival rates is higher.

5.4 Comparing Different Algorithms

We now compare the self-adaptation algorithm with the obvious alternative, which is a linear update algorithm, and the algorithm presented in our previous work [7]. We compared these algorithms in both static and dynamic environments.

We first consider CluStream. We initially compared the binary search algorithm with the other two algorithms in a static environment. The results are shown in the first chart of Figure 11. For this experiment, the data arrival rate is fixed at 200 Kbps and the number of micro-centers is allowed to vary within the range [10, 110]. We consider two scenarios with the binary search algorithm, which correspond to the initial number of micro-clustering being 60 and 100. We also consider two scenarios with the linear-update algorithm. Though the initial number of micro-clusters is 60 in both the cases, the amount of update in each case is $(110 - 10)/10 = 10$ and $(110 - 10)/100 = 1$, respectively.

The binary search algorithm is able to converge to the ideal value of 46 within 6 to 8 steps in the both the cases. With the linear update algorithm with a step of 10, the algorithm never converges, instead, after a few iterations, it starts alternating between 40 and 50. When we use a step of 1, the algorithm converges, but takes nearly 13 steps, or about twice as long as the binary search algorithm. This algorithm shows the main limitation of the linear-update algorithm, which is the difficulty of choosing an appropriate step value. A large value can result in an unstable behaviour, whereas, a small step value can create large delays in convergence. Finally, as we can see from this figure, the number of micro-clusters continuously decreases with the algorithm presented in our earlier work [7]. This is because this algorithm did not consider the possibility of a compute-intensive stage being the bottleneck. We also compared these three algorithms in a dynamic environment. We considered two cases, with the frequency of the change of data arrivals being once every 60 seconds and 180 seconds. The results for these two cases are shown in the 2nd and 3rd charts of Figure 11. Again, we considered linear-update algorithm with steps of 10 and 1. The conclusions from these experiments are similar to those from the static experiments. The linear-update algorithm with the step of 10 is unstable and with a step of 1, it is slower to adjust. Our previous algorithm slowly converges to the minimum value of the adaptation parameter. Figure 12 shows the results from the same set of experiments, but using Dist-Freq-Counting. The results are identical.

6. RELATED WORK

We now compare our work with other efforts on support for streaming model of execution, and adaptation through a middleware.

Stream Data Processing: In the area of stream processing, the work that is probably the closest to our work is the dQUOB project [21, 22]. This system enables continuous processing of SQL queries on data streams. Our work is distinct in the following ways. First, we support an API to allow general processing, and not just SQL queries. Second, the processing can be done in a pipeline of stages. Third, it does not support self-adaptation. Stampede is a cluster middleware for supporting streaming applications [24, 25]. Our work is again distinct in considering grid resources and adaptation for real-time processing. Mazucco et al. have looked at the specific support for merging multiple high speed data streams [19].

Adaptation Through a Middleware: Application adaptation has been studied in many contexts, including through (grid) middleware. We briefly survey this work here and state how our work is distinct. As a quick summary, our work is different in focusing on adapting to meet real-time constraint on stream data processing, and in adapting the output of the application to do so.

DART [26] is a system facilitating quick development of adaptive applications. A runtime component is responsible for making adaptation decisions following a set of selected policies. Moura et al. present software support in the component-base programming context for construction of auto-adaptive applications [8]. It leaves applications the option to dynamically choose the most beneficial components. ROAM implements resource-aware runtime adaptation for device heterogeneity in mobile systems [14]. Schwann and his group take into account the runtime resource management issues when supporting adaptable applications [23]. Somewhat similar ideas have been considered by Karamcheti and co-workers [6, 16]. Particularly, the notion of tunable parameters has similarity to our work, though their focus is not on streaming data. Isert and Schwann have developed a system called ACDS, which includes a monitoring and steering tool for adapting stream based computations [15]. These systems requires that either the resource usage associated with each option be stated explicitly or the logic for making adaptation decisions be specified by the application developer. In comparison, we consider a more restrictive class of applications, but automate the adaptation process more.

7. CONCLUSIONS

With increasing focus on interactive and real-time applications in a wide-area environment, it is important for a grid middleware to support adaptive execution, especially, as the execution environment changes dynamically. In this paper, we have considered adaptive execution for stream data processing. Here, the goal of the middleware is to enable the highest level of accuracy, while still maintaining real-time constraint on the processing.

We have developed a self-adaptation algorithm, and have implemented and evaluated it as part of the GATES middleware system. Our algorithm has the following characteristics. First, it carefully evaluates the long-term load at each processing stage. It consider different possibilities for the load at a processing stage and its next stages, and decides if the value of an adaptation parameter needs to be modified, and if so, in which direction. To find the ideal new value of an adaptation parameter, it performs a binary search on the specified range of the parameter.

We have implemented two streaming data mining applications using our middleware, and have extensively evaluated the adaptive capabilities of our middleware. The main observations from our experiments are as follows. First, our algorithm is able to quickly converge to stable values of the adaptation parameter, for different data arrival rates, and independent of the specified initial value. Second, in a dynamic environment, the algorithm is able to adapt the processing rapidly. Finally, in both static and dynamic environments, the algorithm clearly outperforms the algorithm described in our earlier work and an obvious alternative, which is based on linear-updates.
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