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#### Abstract

We study a version of the $\beta$-assignment problem [3] on asynchronous rings: consider a set of items and a set of $m$ colors, where each item is associated to one color. Consider also $n$ computational agents connected by an asynchronous ring. Each agent holds a subset of the items, where initially different agents might hold items associated to the same color. We analyze the problem of distributively assigning colors to agents in such a way that (a) each color is assigned to one agent and (b) the number of different colors assigned to each agent is minimum. Since any color assignment requires that the items be distributed according to it (e.g. all items of the same color are to be held by only one agent), we define the cost of a color assignment as the amount of items that need to be moved, given an initial allocation. We first show that any distributed algorithm for this problem on the ring requires a communication complexity of $\Omega(n \cdot m)$ and then we exhibit a polynomial time distributed algorithm with message complexity matching the bound, that determines a color assignment with cost at most $(2+\epsilon)$ times the optimal cost, for any $0<\epsilon<1$.
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## 1. Introduction

We consider the following problem. Let $\mathcal{A}=$ $\left\{a_{0}, \ldots a_{n-1}\right\}$ be a set of $n$ agents connected on an asynchronous ring and let $\mathcal{C}=\left\{c_{0}, \ldots, c_{m-1}\right\}$ be a set of $m$ colors. Colors are used to color items held by agents (each item can be colored only with one color), so let $Q_{j, i} \geq 0$ be the number of items with color $c_{j}$ initially held by agent $a_{i}$, for every $j=0, \ldots, m-1$, and for every $i=0, \ldots, n-1$.

Definition 1 (Balanced Coloring) A Balanced Coloring is an assignment $\pi:\{0, \ldots, m-1\} \rightarrow$ $\{0, \ldots, n-1\}$ of the $m$ colors to the $n$ agents in such a way that:

- for every color $c_{j}$, there is exactly one agent $a_{i}$ such that $\pi(j)=i$;
- for every agent $a_{i},\left\lfloor\frac{m}{n}\right\rfloor \leq\left|\left\{c_{j} \mid \pi(j)=i\right\}\right| \leq\left\lceil\frac{m}{n}\right\rceil$.

Observe that any Balanced Coloring assigns almost the same number of colors to each agent. When $m$ is a multiple of $n$, then each agent receives exactly the same number of colors.

Definition 2 (Distributed Balanced Color Assignment Problem) The cost of a Balanced Coloring $\pi:\{0, \ldots, m-1\} \rightarrow\{0, \ldots, n-1\}$ is defined as

$$
\begin{equation*}
\operatorname{Cost}(\pi)=\sum_{j=0}^{m-1} \sum_{\substack{i=0, i \neq \pi j}}^{n-1} Q_{j, i} . \tag{1}
\end{equation*}
$$

The Distributed Balanced Color Assignment Problem consist of designing a distributed algorithm that finds a Balanced Coloring of minimum cost.

The cost of the optimal assignment will be denoted by Costopt. The approximation ratio of a suboptimal algorithm A is the quantity $\frac{\operatorname{Cost}_{\mathrm{A}}}{\operatorname{Costopt}^{\prime}}$, where $\operatorname{Cost}_{\mathrm{A}}$ is the cost of the solution computed by A.

Informally we can restate the problem in the following way: we are given a set of computational agents connected by an asynchronous ring, and a set of items, each associated to one color from a given set. Initially each agent holds a set of items and items with the same color may be held by different agents (e.g. see Fig 1.(a)). We wish the agents to agree on an assignment of colors to agents in such a way that each color is assigned to one agent only, balancing the number of colors that are assigned to agents. That is why we call the assignment balanced assignment (in Fig 1.(b) and Fig 1.(c) two examples are shown). Among all such assignments, we seek the one that minimizes the total number of items that agents have to collect from other agents in order to satisfy the constraint; i.e., each agent collects all the items colored with the colors that are assigned to it. For example, agent $a_{0}$ in Fig 1.(b) is assigned colors $\nabla$ and $\boldsymbol{\oplus}$, and therefore needs just to collect four items colored $\nabla$, since no other agent has items colored

The scenario defined above may arise in many practical situations in which a set of agents (distributed crawlers, sensor networks, etc...) independently search a common space and then have to reorganize the retrieved data (items) according to a given classification by topics (colors). In these cases, determining a distributed balanced color assignment guarantees specialization and balanced computational load of agents. The choice of the ring topology is motivated (beside the fact that it is a very popular architecture in distributed computing research) by the observation that in a number of different network settings (e.g., peer-to-peer networks [16] and sensor networks [4]) nodes organize themselves in a virtual ring on top of an unstructured topology.

The model. We assume that the agents in $\mathcal{A}=$ $\left\{a_{0}, \ldots, a_{n-1}\right\}$ are connected by an asynchronous ring; i.e., for each $i=0, \ldots, n-1$, agent $a_{i}$ can communicate only with its two neighbors $a_{(i+1) \bmod n}$ and $a_{(i-1) \bmod n}$. We also assume that each agent knows $n$ (the number of


Figure 1. Three agents: $a_{0}, a_{1}, a_{2}$, and six colors: $\nabla, \diamond, \diamond, \triangle, \boldsymbol{\phi}, \boldsymbol{q}$. (a) is the initial allocation, while (b) and (c) are two possible balanced color assignments. Items above the line are those that the agent collects from the others. Therefore their total number is the cost of the assignment. The assignment in (b) costs $(4 \times \nabla)+(2 \times \diamond+4 \times \triangle)+(1 \times$ @ $+6 \times \diamond)=$ 17 items, while the assignment in (c) costs $(4 \times \triangle)+(2 \times \bigcirc+4 \times \diamond)+(5 \times \nabla+1 \times \boldsymbol{\phi})=16$ items.
agents), $\mathcal{C}$ (the set of colors), and either the parameter $p=\max _{0 \leq j \leq m-1} \sum_{i=0}^{n-1} Q_{j, i}$ (the maximum number of items having the same color), or an upper bound to $p$.

We measure message complexity in the standard way (e.g. [11, 13]), i.e., we assume that messages of bit length at most $c \log n$, for some constant $c$, (called basic messages) can be transmitted at unit cost. Message can carry at most a constant number of agent IDs. Non basic messages of length $L$ are allowed, and we charge a cost $c_{1}\lceil L / \log n\rceil$ for their transmission, for some constant $c_{1}$.

Our results. The goal of this paper is to analyze the efficiency under which we can solve the Distributed Balanced Color Assignment problem. In Section 2 we show the equivalence of the problem with the weighted $\beta$-assignment problem in a centralized setting [3]. In Section 3 we give a $\Omega(m n)$ lower bound on the message complexity to determine a solution to the problem. In Section 4 we present an algorithm that finds a feasible solution to the problem that matches the bound on message complexity and in Section 5 we show that the
proposed algorithm computes a feasible solution whose cost is only a factor of $(2+\epsilon)$ off the optimal one, for any $0<\epsilon<1$. Finally, we show that we can find a feasible solution with approximation ratio two at the expenses of a slight increase of message complexity.

## 2. Preliminaries

It is easy to see that when $m=n$, our problem is equivalent to a maximum weight perfect matching problem on a bipartite graph. On the other hand, when $m \geq n$, our problem reduces to the weighted $\beta$ assignment problem. The class of $\beta$-assignment problems has been introduced by Chang and Lee [3], in the context of the problems of assigning jobs to workers, in order to incorporate the problem of balancing the work load that is given to each worker. In the weighted $\beta$ assignment problem one aims at minimizing the maximum number of jobs assigned to each worker. The interested reader can find useful references on these problems, their complexity, and related approximation issues in $[1,2,10,14,15]$.

We associate to agents and colors the complete bipartite graph on $n+m$ vertices, which we denote by $G=(\mathcal{C}, \mathcal{A}, \mathcal{C} \times \mathcal{A})$. We add weights to $G$ as follows: the weight of the edge joining agent $a_{i}$ and color $c_{j}$ is $Q_{j, i}$.

Case $m=n$. Given a graph $(V, E)$, a perfect matching is a subset $M$ of edges in $E$ such that no two edges in $M$ share a common vertex and each vertex of $V$ is incident to some edge in $M$. When edges of the graph have an associated weight, then a maximum weight perfect matching is a perfect matching such that the sum of the weights of the edges in the matching is maximum.

Lemma 3 A maximum weight perfect matching on $G$ is a minimum cost solution to the balanced color assignment problem.

Proof. Given a perfect matching $E \subseteq \mathcal{E}=\mathcal{C} \times \mathcal{A}$ on $G$, for every $\left(c_{j}, a_{i}\right) \in E$ we assign color $c_{j}$ to agent $a_{i}$. As $G$ is complete and $E$ is a perfect matching on $G$, every color is assigned to one and only one agent and vice-versa. Moreover, the cost of a balanced color assignment, given any matching $E$, can be written as $\sum_{e \in \mathcal{E} \backslash E} w(e)$, and this expression achieves its minimum when $E$ is a maximum weight perfect matching.

Finding matchings in graphs is one of the most deeply investigated problems in Computer Science and Operations Research (see [12] for a comprehensive description of the different variants, theoretical properties, and corresponding algorithms). The best known
algorithm to find a perfect matching in a bipartite graph is due to Hopcroft and Karp [8], and runs in $O(|E| \sqrt{|V|})$ time, where $V$ and $E$ denote the vertex and edge sets, respectively. In our case this bound reduces to $O\left(n^{5 / 2}\right)$. The best known algorithm for finding a maximum weight perfect matching is the Hungarian method, due to Kuhn [9], which runs in time $O\left(n^{3}\right)$.

Case $m \geq n$. The $\beta$-assignment problem is defined on a bipartite graph $G=(S, T, E)$ where $(S, T)$ is the bipartition of the vertex set. A $\beta$-assignment of $S$ in $G$ is a subset of the edges $X \subseteq E$ such that, given the graph $G^{\prime}=(S, T, X)$, the degree of every vertex in $S$ is exactly one. Let $\beta(X)$ be the maximum degree, in $G^{\prime}$, of vertices in $T$ and let $\beta(G)$ be the minimum value of $\beta(X)$ among all possible $\beta$-assignments $X$. The weighted $\beta$-assignment problem consists of finding a $\beta$ assignment $X$ with $\beta(X)=\beta(G)$ which maximizes the total weight of the edges in $X$. The following lemma is straightforward.

Lemma 4 The balanced color assignment problem is a weighted $\beta$-assignment of $\mathcal{C}$ in the complete bipartite graph $G=(\mathcal{C}, \mathcal{A}, \mathcal{C} \times \mathcal{A})$, with $\beta(G)=m / n$.

The fastest known algorithm to solve the weighted $\beta$-assignment problem is due to Chang and Ho [2] and runs in $O\left(\max \left\{|S|^{2}|T|,|S||T|^{2}\right\}\right)$ time, which in our case gives the bound $O\left(m^{2} n\right)$. While the maximum perfect matching problem (with its variants) has been widely investigated in the distributed setting (see $[6,7]$ ), no distributed results are known for the weighted $\beta$-assignment problem.

A brute force approach. A brute force distributed solution to the problem can be obtained by asking all the agents to send their color information to one specific agent (a priori chosen or elected as the leader of the ring); such an agent will then solve the problem sequentially and send the solution back to all the other agents. The factor dominating the message complexity of the algorithm above is the information collecting stage, even if leader election is considered. Indeed, each agent sends $O(m)$ non-basic messages, each corresponding to $O(\log p / \log n)$ basic messages, through $O(n)$ links, on the average. This results in a message complexity of $O\left(m n^{2} \log p / \log n\right)$. On the other hand, we might think of an algorithm in which each agent selects the correct number of colors basing its choice just on local information (e.g., its label). This requires no communication at all, but, even if we are able to prove that the agents agree correctly on a
balanced coloring, we have no guarantee on how good the solution is. Can we do better? In the next section we show a $\Omega(m n)$ lower bound on the message complexity of the problem, and in Section 4 we describe a $O(n \log p)$ time distributed algorithm matching the lower bound on message complexity whose cost is at most $(2+\epsilon)$ times the optimal, for any $0<\epsilon<1$.

For the sake of presentation and without loss of generality, we will assume that $m$ is a multiple of $n$, so that exactly $\frac{m}{n}$ colors are assigned to each agent. In general, $\left\lfloor\frac{m}{n}\right\rfloor$ colors will be assigned to $\left(\left\lfloor\frac{m}{n}\right\rfloor+1\right) n-m$ agents, and $\left\lfloor\frac{m}{n}\right\rfloor+1$ color to $m-\left\lfloor\frac{m}{n}\right\rfloor n$ agents. Our results can be easily extended to handle the general case.

## 3. Lower bound on message complexity

Before formally proving the lower bound we make some observations to clarify the nature of the problem. Assume agents can agree on a balanced coloring without communicating, i.e., each agent is able to select the colors that are assigned to it autonomously without "making errors". In such a situation, the choice of agent $a_{i}$ must be independent of the particular values of the $Q_{j, i}$ 's, for otherwise, the agent cannot be sure that no other agent choose the same colors (suppose the two have exactly the same initial distribution of items). On the other hand, an assignment that is done without taking the initial distribution of items to agents into consideration can not give any guarantee on the cost. Consider, for example, the case of an initial distribution such that each agent has items of all colors except the ones that it selects. This leads to a cost that is equal to the total amount of items. Any assignment in which at least one agent is assigned one of the colors it initially holds has a smaller cost. We conclude that any solution in which the agents' selection is done according to the initial distribution of items requires some communication among agents. In the rest of this section we will prove that agents need to exchange $\Omega(m n)$ messages to solve the problem.

Assume w.l.o.g. that $n$ is even and let $m=(n t) / 2$, for some integer $t$. For any agent $a_{i}$, let $a_{i^{\prime}}$ denote the agent at maximum distance from $a_{i}$ in the ring.

Let $\mathcal{P}$ be the set of all possible partitions of the set of colors $\mathcal{C}=\{1, \ldots, m\}$ into $n / 2$ subsets of the same cardinality $t=2 \mathrm{~m} / \mathrm{n}$. Consider the set of initial allocations $\mathcal{I}$ in which, for any $i=0, \ldots, n / 2-1$ and some partition $\left\{\mathcal{C}_{0}, \ldots, \mathcal{C}_{n / 2-1}\right\} \in \mathcal{P}$, agents $a_{i}$ and $a_{i^{\prime}}$ hold only items of the colors in $\mathcal{C}_{i}=\left\{i_{1}, \ldots, i_{t}\right\}$, where $i_{1}<i_{2}<\ldots<i_{t}$. It is easy to see that any solution in which any $a_{i}$ is assigned a color that it does not initially hold is worse than any solution in which $a_{i}$ and $a_{i^{\prime}}$ arbitrarily choose among the colors in $\mathcal{C}_{i}$.

Suppose that there is at least one $a_{i}$ that is assigned a color $j \notin \mathcal{C}_{i}$, then there must be $a_{k}$, with $k \neq i, i^{\prime}$, and $h \in \mathcal{C}_{i}$ (hence $h \notin \mathcal{C}_{k}$ ) such that $h$ is assigned to $a_{k}$. Let us calculate the cost of this solution:

$$
\begin{aligned}
\text { Cost }_{1} & =\Gamma+\sum_{\substack{w=0, w \neq i}}^{n-1} Q_{j, w}+\sum_{\substack{w=0, w \neq k}}^{n-1} Q_{h, w} \\
& =\Gamma+\sum_{\substack{w=0, w \neq i}}^{n-1} Q_{j, w}+Q_{h, i}+Q_{h, i^{\prime}},
\end{aligned}
$$

where $\Gamma$ is the contribution to the cost given by all colors different from $j$ and $h$.

Consider a solution that differs from the previous one only by the fact that $h$ is assigned to $a_{i}$ and $j$ to $a_{k}$. Obviously, the contribution given by all other colors remains the same and the cost of this solution is:

$$
\text { Cost }_{2}=\Gamma+\sum_{\substack{w=0, w \neq k}}^{n-1} Q_{j, w}+\sum_{\substack{w=0, w \neq i}}^{n-1} Q_{h, w}=\Gamma+\sum_{\substack{w=0, w \neq k}}^{n-1} Q_{j, w}+Q_{h, i^{\prime}},
$$

and

$$
\text { Cost }_{1}-\text { Cost }_{2}=Q_{j, k}-Q_{j, i}+Q_{h, i}=Q_{j, k}+Q_{h, i} \geq 0
$$

as $Q_{j, i}=0$. Hence, for any instance in $\mathcal{I}$ we can always assume that an optimal solution assigns colors in $\mathcal{C}_{i}$ to the pair $\left(a_{i}, a_{i^{\prime}}\right)$, for all $i$. We now concentrate on one such a pair.

Partition set $\mathcal{C}_{i}=\left\{i_{1}, \ldots, i_{t}\right\}$ into two sets $\mathcal{C}^{\prime}$ and $\mathcal{C}^{\prime \prime}$ of cardinality $t / 2$ each (observe that, as we assume $m$ is a multiple of $n$ and since $t / 2=m / n$, then $t$ has to be even). Consider the following instance for the pair $\left(a_{i}, a_{i^{\prime}}\right)$ :

$$
\begin{array}{lll}
\mathcal{I}_{1}: & & \text { for each } j \in \mathcal{C}_{i} \\
Q_{j, i}=2^{j} & & \text { if } j \in \mathcal{C}^{\prime} \\
Q_{j, i^{\prime}}=Q_{j, i} & & \\
Q_{j, i^{\prime}}=Q_{j^{\prime}, i} & \text { where } j^{\prime} \in \mathcal{C}^{\prime} \cup\left\{i_{t}\right\} & \\
& \text { is the smallest index } & \\
& \text { s.t. } j \leq j^{\prime} & \text { if } j \in \mathcal{C}^{\prime \prime}
\end{array}
$$

That is: $a_{i}$ has a different quantity of each color, which depends on the color index. Concerning agent $a_{i^{\prime}}$ : for each $j \in \mathcal{C}^{\prime}$, then $Q_{j, i^{\prime}}$ is exactly $Q_{j, i}$, i.e., the same amount that agent $a_{i}$ has of that color. For each index $j \in \mathcal{C}^{\prime \prime}$, consider the smallest index $j^{\prime} \in \mathcal{C}^{\prime}$ that


Figure 2. Example: $\mathcal{C}^{\prime}=\{2,4,5,8\}, \mathcal{C}^{\prime \prime}=$ $\{1,3,6,7\}$ and instances $\mathcal{I}_{1}$ and $\mathcal{I}_{2}$ (resp. in (1) and (2)); agent $a_{i}$ has knowledge of $a_{i^{\prime}}$ colors whose indices are in $\mathcal{C}^{\prime}$ only (in gray). Even if $a_{i}$ knows the exact position of these colors in the ordering of $a_{i^{\prime}}$ colors it is not able to distinguish between instances $\mathcal{I}_{1}$ and $\mathcal{I}_{2}$. Observe that these two instances have complementary optimal solutions.
is greater than $j$ (if this does not exist, then $j^{\prime}=i_{t}$ ). Then $Q_{j, i^{\prime}}$ is exactly $Q_{j^{\prime}, i}$ (see Fig 2.1 - initial situation - for an example). Observe that, by construction, for any $j \in \mathcal{C}^{\prime \prime}$ we have that $Q_{j, i^{\prime}}>Q_{j, i}$. The following lemma holds (see Fig 2.1 - optimal assignment - for an example).

Lemma 5 There is only one optimal solution for instance $\mathcal{I}_{1}$ : assign colors in $\mathcal{C}^{\prime}$ to $a_{i}$ and colors in $\mathcal{C}^{\prime \prime}$ to $a_{i^{\prime}}$.

Proof. Let us first compute the cost of the solution that assigns colors in $\mathcal{C}^{\prime}$ to $a_{i}$ and colors in $\mathcal{C}^{\prime \prime}$ to $a_{i^{\prime}}$ :

$$
\begin{aligned}
\text { Cost } & =\sum_{j \in \mathcal{C}^{\prime}} Q_{j, i^{\prime}}+\sum_{j \in \mathcal{C}^{\prime \prime}} Q_{j, i} \\
& =\sum_{j \in \mathcal{C}^{\prime}} Q_{j, i}+\sum_{j \in \mathcal{C}^{\prime \prime}} Q_{j, i} \\
& =\sum_{j \in \mathcal{C}_{i}} Q_{j, i} .
\end{aligned}
$$

Consider any other partition of $\mathcal{C}_{i}$ into two sets, $\overline{\mathcal{C}^{\prime}}$ and $\overline{\mathcal{C}^{\prime \prime}}$. Consider another solution that assigns $\overline{\mathcal{C}^{\prime}}$ to $a_{i}$ and $\overline{\mathcal{C}^{\prime \prime}}$ to $a_{i^{\prime}}$ and let us compute the cost of this new solution:

$$
\begin{aligned}
\overline{\text { Cost }} & =\sum_{j \in \overline{\mathcal{C}^{\prime}} \cap \mathcal{C}^{\prime}} Q_{j, i^{\prime}}+\sum_{j \in \overline{\mathcal{C}^{\prime}} \cap \mathcal{C}^{\prime \prime}} Q_{j, i^{\prime}}+\sum_{j \in \overline{\mathcal{C}^{\prime \prime}}} Q_{j, i} \\
& =\sum_{j \in \overline{\mathcal{C}^{\prime}} \cap \mathcal{C}^{\prime}} Q_{j, i}+\sum_{j \in \overline{\mathcal{C}^{\prime}} \cap \mathcal{C}^{\prime \prime}} Q_{j, i^{\prime}}+\sum_{j \in \overline{\mathcal{C}^{\prime \prime}}} Q_{j, i} \\
& =\sum_{j \in \mathcal{\mathcal { C } _ { i } \backslash ( \overline { \mathcal { C } ^ { \prime } } \cap \mathcal { C } ^ { \prime \prime } )}} Q_{j, i}+\sum_{j \in \overline{\mathcal{C}^{\prime}} \cap \mathcal{C}^{\prime \prime}} Q_{j, i^{\prime}} \\
& >\sum_{\left.j \in \overline{\mathcal{C}_{i}} \backslash \overline{\mathcal{C}^{\prime}} \cap \mathcal{C}^{\prime \prime}\right)} Q_{j, i}+\sum_{j \in \overline{\mathcal{C}^{\prime}} \cap \mathcal{C}^{\prime \prime}} Q_{j, i}=\text { Cost }
\end{aligned}
$$

Since $\overline{\mathcal{C}^{\prime}} \cap \mathcal{C}^{\prime \prime} \neq \emptyset$ (otherwise the two partitions would coincide) and for any $j \in \mathcal{C}^{\prime \prime}$ we have $Q_{j, i^{\prime}}>Q_{j, i}$.

Consider now a dual instance

$$
\begin{array}{lll}
\mathcal{I}_{2}: & & \\
Q_{j, i}=2^{j} & & \text { for each } j \in \mathcal{C}_{i} \\
Q_{j, i^{\prime}}=Q_{j, i} & & \text { if } j \in \mathcal{C}^{\prime} \\
Q_{j, i^{\prime}}=Q_{j^{\prime}, i} & \text { where } j^{\prime} \in \mathcal{C}^{\prime} \cup\left\{i_{1}\right\} & \\
& \text { is the largest index } & \\
& \text { s.t. } j^{\prime} \leq j & \text { if } j \in \mathcal{C}^{\prime \prime}
\end{array}
$$

This instance differs from $\mathcal{I}_{1}$ for the values $Q_{j, i^{\prime}}$ when $j \in \mathcal{C}^{\prime \prime}$. In this case consider the greater index $j^{\prime} \in \mathcal{C}^{\prime}$ that is smaller than $j$ (if this does not exist, then $j^{\prime}=i_{1}$ ). Then $Q_{j, i^{\prime}}$ is exactly $Q_{j^{\prime}, i}$ (see Fig 2.2

- initial situation - for an example). Observe that by construction, for any $j \in \mathcal{C}^{\prime \prime}$ we have that $Q_{j, i^{\prime}}<Q_{j, i}$. Analogously to the previous lemma we can prove the following (see Fig 2.2 - optimal assignment - for an example):

Lemma 6 There is only one optimal solution for instance $\mathcal{I}_{2}$ : assign colors in $\mathcal{C}^{\prime}$ to $a_{i^{\prime}}$ and colors in $\mathcal{C}^{\prime \prime}$ to $a_{i}$.

Corollary 7 If agent $a_{i}$ knows the $Q_{j, i}$ s and up to $t / 2$ of the $Q_{j, i^{\prime}}$ s, it can not compute an optimal solution (even if $a_{i}$ knows the exact position of the colors in $a_{i^{\prime}}$ ordering).

Proof. Construct a partition of $\mathcal{C}_{i}$ in the following way: place index $j$ in $\mathcal{C}^{\prime}$ if $a_{i}$ has knowledge of $Q_{j, i^{\prime}}$. If the cardinality of $\mathcal{C}^{\prime}$ is smaller than $t / 2$, randomly add indices to make the cardinality exactly $t / 2$. Let all the other indices in $\mathcal{C}^{\prime \prime}$. Agent $a_{i}$ can not distinguish between instances $\mathcal{I}_{1}$ and $\mathcal{I}_{2}$ build according to this partition of $\mathcal{C}_{i}$ and, hence, can not decide if it has to be assigned colors whose indices are in $\mathcal{C}^{\prime}$ or in $\mathcal{C}^{\prime \prime}$. Finally, observe that in both instances indices in $\mathcal{C}^{\prime}$ are exactly in the same position in the ordering of the colors held by $a_{i^{\prime}}$, thus the knowledge of these positions does not help.

Theorem 8 The message complexity of the distributed balanced color assignment problem on ring is $\Omega(m n)$.

Proof. Let A be any distributed algorithm for the problem. We analyze two cases separately.

Assume first that during the execution of A , in at least $\Omega(n)$ pairs ( $\left.a_{i}, a_{i^{\prime}}\right)$, agent $a_{i}$ gets to know at least $m / n+1$ of the colors $a_{i}^{\prime}$ has. We use Shannon's Entropy to calculate the minimum number of bit $B$ to be exchanged between each pair $a_{i}$ and $a_{i}^{\prime}$ so that that information is known by $a_{i}$. We have:

$$
B=\log \binom{m}{\frac{m}{n}+1} .
$$

Using Stirling's approximation, and as $m \geq n$, we get

$$
\begin{aligned}
B & \approx\left(\frac{m}{n}+1\right) \cdot \log \frac{m \cdot n}{m+n} \\
& \geq\left(\frac{m}{n}+1\right) \cdot \log \frac{n}{2} \in \Omega\left(\frac{m}{n} \log n\right)
\end{aligned}
$$

A basic message contains $\log n$ bits, hence we need at least $\Omega(m / n)$ basic messages to exchange $B$ bits. Finally, as the distance between $a_{i}$ and $a_{i}^{\prime}$ is $\Omega(n / 2)$ we have that at least $\Omega(n / 2) \cdot(m / n+1) \cdot \Omega(n) \in \Omega(m \cdot n)$
messages are exchanged during the execution of the algorithm.

Assume now that the hypothesis above about $a_{i} \mathrm{~s}$ knowledge does not hold, then there must be at least one pair $\left(a_{i}, a_{i^{\prime}}\right)$ for which at most $m / n$ colors are communicated. We show that there is an adversary that puts $a_{i}$ in the situation described in Corollary 7. We assume that $a_{i}$ asks the adversary to know $Q_{h, k}$ (i.e., imagine the adversary simulates communication between agents). The adversary chooses a partition in $\mathcal{P}$ and one between the corresponding $\mathcal{I}_{1}$ and $\mathcal{I}_{2}$, answering accordingly and placing the first $m / n$ requests of $Q_{j, i^{\prime}}$ in $\mathcal{C}^{\prime}$. Whenever $a_{i}$ asks for some $Q_{j, h}$ with $h \neq i, i^{\prime}$, then the adversary answers with a fixed constant $K$ if $j \notin \mathcal{C}_{i}$, with zero otherwise. By Corollary 7 , it is clear that the pair $\left(a_{i}, a_{i^{\prime}}\right)$ can not compute an optimal solution.

## 4. An approximation algorithm

Let us now describe a greedy algorithm that matches the lower bound on the message complexity, and is guaranteed to compute approximations that are within a factor three from the optimal solutions. In the next section we will show how the same algorithm can be used to find a $(2+\epsilon)$-approximation, for any $\epsilon<1$.

The algorithm works in $\lceil\log p\rceil+3$ rounds (unless differently stated, we assume logarithms are in base two). The first round is for electing a leader $a_{L}$ among the set of agents. In the second round, every agent $a_{i}$ is assigned a label $l\left(a_{i}\right)$ which represents its left-distance from the leader. By left-distance of an agent $a_{i}$ from another agent $a_{j}$, we mean the length of the path from $a_{j}$ to $a_{i}$ when traveling the ring clockwise. In this way the leader has label $l\left(a_{L}\right)=0$, its left neighbor has label 1, and so on. The right neighbor of the leader has label $n-1$. It is well known that leader election can be done in $O(n)$ time with $O(n \log n)$ message complexity on a non anonymous unidirectional or bidirectional asynchronous ring of $n$ nodes, even when the nodes are not aware of the size $n$ of the ring (e.g., [5]). Therefore, in the following we shall focus on the last $\lceil\log p\rceil+1$ rounds. Every such round consists of $2 n-1$ steps numbered 0 through $2 n-2$. During the first $n$ steps of each round, the variables $\xi_{i}$, which list the set of colors assigned to individual agents, are updated. The purpose of the remaining $n-1$ steps is the computation (at each agent) of the variable $\mathcal{C}_{r}=\cup_{i} \xi_{i}$, which stores the set of colors assigned up to round $r$. At the end of the last round $\mathcal{C}_{\lceil\log p\rceil}$ is equal to the set of all colors. The colors assigned during round $r$ of the algorithm are those whose weights fall in the interval $\left[l_{r}, u_{r}\right)$, where
$l_{r}=\left\{\frac{p}{2^{r+1}}\right\}, u_{r}=\left\{\frac{p}{2^{r}}\right\}$, and

$$
\left\{\frac{a}{b}\right\}= \begin{cases}\left\lceil\frac{a}{b}\right\rceil & \text { if } \frac{a}{b}>\frac{1}{2} \\ 0 & \text { otherwise }\end{cases}
$$

We now formally describe the algorithm performed by any agent $a_{i}$ at any round $r$. Message $\mathcal{M}$ is received from the right neighbor and contains a list of the colors already assigned to agents closer to the leader at the present round. $\mathcal{M}^{\prime}$ is the list of candidate colors to be assigned to agent $a_{i}$ : colors whose weights fall in the interval relative to the round $r$, that have not been already assigned to agents closer to the leader in round $r$ or to any other agent in previous rounds (i.e., $\left.\mathcal{M}^{\prime} \cap\left(\mathcal{M} \cup \mathcal{C}_{r-1}\right)=\emptyset\right)$. Finally, $\mathcal{M}^{*} \subseteq \mathcal{M}^{\prime}$ contains the maximum number of colors still assignable to the $\operatorname{agent}\left(\right.$ i.e. $\left.\left|\mathcal{M}^{*}\right| \leq \frac{m}{n}-\left|\xi_{i}\right|\right)$.

## ALGORITHM Balance (performed by agent $a_{i}$ ) 1. $\mathcal{C}_{-1}:=\xi_{i}:=\emptyset$;

For $r:=0$ to $\lceil\log p\rceil$ do
2. Wait for message $\mathcal{M}$ from the right; $/^{*}$ the leader starts the round by setting $\mathcal{M}:=\emptyset ; * /$
3. $\mathcal{M}^{\prime}:=\left\{c_{j} \mid c_{j} \notin \mathcal{M} \cup \mathcal{C}_{r-1}\right.$ and $\left.Q_{j, i} \in\left[l_{r}, u_{r}\right)\right\} ;$ $/^{*}$ if $r=0, \quad Q_{j, i} \in\left[l_{r}, u_{r}\right]^{*} /$
4. Let $\mathcal{M}^{*}$ be the set with the $\min \left\{\frac{m}{n}-\left|\xi_{i}\right|,\left|\mathcal{M}^{\prime}\right|\right\}$ colors of highest weight in $\mathcal{M}^{\prime}$;
5. $\xi_{i}:=\xi_{i} \cup \mathcal{M}^{*} ; \quad /^{*} a_{i}$ updates its own set of assigned colors */
6. Send message $\mathcal{M} \cup \mathcal{M}^{*}$ to the left;
7. Wait for message $\mathcal{M}_{r}$ from the right;
8. $\mathcal{C}_{r}:=\mathcal{C}_{r-1} \cup \mathcal{M}_{r} ; \quad /^{*}$ Update $\mathcal{C}_{r}$ with the colors assigned in round $r^{*} /$
9. Send message $\mathcal{M}_{r}$ to the left;
10. If $\mathcal{C}_{r}=\mathcal{C}$ then stop;

## nextfor

Theorem 9 Algorithm Balance finds a feasible solution to the distributed balanced color assignment problem in time $O(n \log p)$ using $O(m n)$ messages.

Proof. To prove correctness, we show that any assignment of colors to agents computed by algorithm Balance satisfies the two following conditions:
(i) $i \neq j \Rightarrow \xi_{i} \cap \xi_{j}=\emptyset ;$
(ii) $\bigcup_{i=1}^{n} \xi_{i}=\left\{c_{1}, \ldots, c_{m}\right\}$.
(i) Starting from the empty set, the algorithm assigns new colors to agent $a_{i}$ (by "storing" them in the variable $\xi_{i}$ ) only in statement 5 . A color $c_{j}$ is assigned to $a_{i}$ only if $c_{j} \notin \mathcal{M} \cup \mathcal{C}_{r-1}$ (statement 3.), where $\mathcal{M} \cup \mathcal{C}_{r-1}$
represents the set of currently assigned colors. Since balanced color assignment is done sequentially (starting from the leader and following the ring clockwise $\lceil\log p\rceil+1$ times) no color can be assigned to two different agents. In this way Balance prevents the assignment of the same color to two different agents.
(ii) If an available color $c_{j}$ of weight $Q_{j, i} \in\left[l_{r}, u_{r}\right)$ is not taken by $a_{i}$ during round $r$, it is only because $a_{i}$ has enough colors already (statement 4.). However, this circumstance may not occur at all agents during the same round (for this would imply that there were more than $m$ colors). Thus, either the color is taken by a higher labeled agent in round $r$, or is "left free" for agents for which the weight of $c_{j}$ is less than $l_{r}$. By iterating the reasoning, we may conclude that, if not taken before, the color must be eventually assigned in round $\lceil\log p\rceil+1$, where agents are allowed to pick colors for which their weight is zero.

As for the time complexity, algorithm Balance requires $O(\log p)$ rounds, and every round lasts $2 n$ time units. Note, however, that the $(r+1)$ th round can start as soon as the leader has sent the message $\mathcal{M}_{r}$ to its left neighbor, so that the first half of round $r+1$ and the second half of round $r$ overlap. This saves a factor 2 in the time complexity. In addition there are two preliminary rounds, taking $O(n)$ time.

As far as the message complexity is concerned, it is easy to see that the number of messages exchanged during round $r$ is $O\left(n\left|\mathcal{M}_{r}\right|\right)$, where $\mathcal{M}_{r}$ is the set of colors assigned during round $r$. Therefore the total number of messages exchanged during the whole algorithm is $O\left(\sum_{r=0}^{\log p} n\left|\mathcal{M}_{r}\right|\right)=O\left(n \sum_{r=0}^{\log p}\left|\mathcal{M}_{r}\right|\right)=O(n m)$.

Under certain circumstances, it may be possible to reduce the actual time bound by avoiding rounds during which no colors are possibly assigned to agents. To this end, we endow algorithm Balance with the following simple preliminary computation, just after the leader election stage. First, each agent $a_{i}$ constructs a string $s_{i}$ of $\log p$ bits such that the $r^{\text {th }}$ bit of $s_{i}$ is ' 1 ' if and only if there is at least one color $c_{j}$ for which $Q_{j, i}$ falls in the interval $\left[l_{r}, u_{r}\right)$. Second, every agent computes the string $S=\bigvee_{i=0}^{n-1} s_{i}$ in the following way: the leader (say, $a_{0}$ ) starts by just sending $s_{0}$ to its left neighbor; when an agent $a_{i}$ receives the string $S_{i-1}=\bigvee_{k=1}^{i-1} s_{k}$ from its right neighbor, it computes $S_{i}=S_{i-1} \vee s_{i}$ and forwards it to its left neighbor. A final round is required to broadcast $S$ to all the agents.

At this point, we can slightly modify algorithm Balance by simply skipping any round $r$ such that the $r^{\text {th }}$ bit of $S$ is 0 . It is easy to observe that the additional stage requires $O(n \log p)$ messages and $O(n)$ time units. This does not affect the asymptotic complexity of the whole algorithm, provided that $\log p / \log n \in O(m)$.

## 5. Approximation Factor of Algorithm Balance

In this section, for the sake of presentation, we will first prove that the cost of the solution computed by algorithm Balance is at most three times the cost of the optimal solution, and that the analysis is tight. We will then show how the algorithm can be modified to achieve a $(2+\epsilon)$-approximation ratio for any $\epsilon<1$, without affecting time and message complexities. Finally, we will show how to modify the algorithm to get a 2 -approximation ratio with a little increase of message complexity.

Lemma 10 Let color $c_{j}$ be assigned to agent $a_{i}$ in round $r$ by algorithm Balance. Let $a_{k}$ be a different agent with $Q_{j, k} \in\left[l_{r}, u_{r}\right)$. Then $Q_{j, i} \leq 2 Q_{j, k}$.

Proof. If $r=\log p$, then $Q_{j, i}=Q_{j, k}=0$, and we are done. Otherwise, as $c_{j}$ is assigned to agent $a_{i}$ in round $r$ then $Q_{j, i} \in\left[l_{r}, u_{r}\right)$ and the thesis easily follows from

$$
\frac{p}{2^{r+1}} \leq Q_{j, i}, Q_{j, k}<\frac{p}{2^{r}}
$$

Let $B$ be the assignment of colors to agents determined by algorithm Balance, and let $O P T$ be an optimal assignment. Define a partition of the set of colors based on their indices, as follows:

- $C^{\prime}=\{j \mid \mathrm{B}(j)=O P T(j)\}$; i.e., indices of the colors for which the assignment made by algorithm Balance coincides with (that of) the optimal solution.
- $C^{\prime \prime}=\{0, \ldots, m-1\} \backslash C^{\prime}$.

Lemma 11 Let $j \in C^{\prime \prime}$, and let $k \neq j$ be any other index in $C^{\prime \prime}$ such that $\mathrm{B}(k)=O P T(j)$. Then

$$
Q_{j, O P T(j)} \leq \max \left\{2 \cdot Q_{j, \mathrm{~B}(j)}, Q_{k, \mathrm{~B}(k)}\right\} .
$$

Proof. First notice that, by a simple cardinality argument, at least one such $k$ must exist.

Given that $j, k \in C^{\prime \prime}$ and that $\mathrm{B}(k)=O P T(j)$, we easily get $\mathrm{B}(j) \neq \mathrm{B}(k)$. For simplicity, suppose $a_{1}=$ $\mathrm{B}(j)$ and $a_{2}=\mathrm{B}(k)$. What we have to prove is then $Q_{j, 2} \leq \max \left\{2 Q_{j, 1}, Q_{k, 2}\right\}$. Suppose that $Q_{j, 2}>Q_{k, 2}$. Clearly this happens if and only if agent $a_{1}$ gets color $c_{j}$ before $a_{2}$ can process it, for otherwise $a_{2}$ would get $c_{j}$ instead. Now, the "worst" case for $a_{2}$ is to try to get $c_{j}$ in the same round (though after) $a_{1}$. By Lemma 10, this implies $Q_{j, 2} \leq 2 Q_{j, 1}$.

Theorem 12 Algorithm Balance is a 3approximation algorithm for the distributed balanced color assignment problem.

Proof. Let Cost $_{\mathrm{B}}$ and Cost $_{O P T}$ be the cost of the solutions given by algorithm Balance and $O P T$, respectively. We can express these costs in the following way (for an easy reading, we omit index $i$ 's range, that is always $[0, n-1]$ ):

$$
\begin{aligned}
& \sum_{j=0}^{\operatorname{Cost}_{\mathrm{B}}} \\
= & \sum_{i \neq \mathrm{B}(j)}^{m-1} Q_{j, i} \\
= & \sum_{j \in C^{\prime}} \sum_{i \neq \mathrm{B}(j)} Q_{j, i}+\sum_{j \in C^{\prime \prime}} \sum_{i \neq \mathrm{B}(j)} Q_{j, i} \\
= & \sum_{j \in C^{\prime}} \sum_{i \neq \mathrm{B}(j)} Q_{j, i}+\sum_{j \in C^{\prime \prime}}\left(Q_{j, O P T(j)}+\sum_{\substack{i \neq O P T(j), i \neq \mathrm{B}(j)}} Q_{j, i}\right) .
\end{aligned}
$$

Analogously,

$$
\begin{aligned}
& \operatorname{Costopt}^{\prime} \\
= & \sum_{j \in C^{\prime}} \sum_{i \neq O P T(j)} Q_{j, i}+\sum_{j \in C^{\prime \prime}}\left(Q_{j, \mathrm{~B}(j)}+\sum_{\substack{i \neq O P T(j), i \neq \mathrm{B}(j)}} Q_{j, i}\right) .
\end{aligned}
$$

By definition, $\mathrm{B}(j)=O P T(j)$, for $j \in C^{\prime}$, and thus $\sum_{j \in \mathcal{C}^{\prime}} \sum_{i \neq \mathrm{B}(j)} Q_{j, i}=\sum_{j \in C^{\prime}} \sum_{i \neq O P T(j)} Q_{j, i}$, i.e., the cost associated with color $c_{j} \in C^{\prime}$ is exactly the same for Balance and $O P T$. Notice also that the term $\sum_{j \in C^{\prime \prime}} \sum_{\substack{i \neq P_{T(j)} \\ i \neq \mathrm{B}(j)}} Q_{j, i}$ appears in both cost expressions. Hence, to prove that $\operatorname{Cost}_{\mathrm{B}} / \operatorname{Cost}_{O P T} \leq 3$, it is sufficient to show that

$$
\sum_{j \in C^{\prime \prime}} Q_{j, O P T(j)} \leq 3 \sum_{j \in C^{\prime \prime}} Q_{j, \mathrm{~B}(j)} .
$$

To this end, we build a partition of the set $C^{\prime \prime}$ according to the following procedure (which corresponds to decomposing a permutation into the unique product of cycles). We start from any $j_{1}$ in $C^{\prime \prime}$ and find another index $j_{2}$ such that $O P T\left(j_{1}\right)=\mathrm{B}\left(j_{2}\right)$. As already pointed out in Lemma 11, such an index $j_{2}$ must exist. We repeat until, for some $t$, we get $j_{t}=j_{1}$. We then set

$$
\mathcal{C}_{1}=\left\{j_{1}, j_{2}, \ldots, j_{t}\right\}
$$

If $\mathcal{C}^{\prime \prime}=\mathcal{C}_{1}$, we stop; otherwise, we pick another in$\operatorname{dex} l_{1} \notin \mathcal{C}_{1}$ and repeat the same procedure to define a second set $\mathcal{C}_{2}$. We continue until we obtain the partition

$$
C^{\prime \prime}=\mathcal{C}_{1} \cup \mathcal{C}_{2} \cup \ldots \cup \mathcal{C}_{s}
$$

Now, for simplicity, let us regard the set $\mathcal{C}_{i}$ also as the $i$ th cycle of the permutation corresponding to $C^{\prime \prime}$, with $\left(j, j^{\prime}\right) \in C^{\prime \prime}$ meaning that $\left(j, j^{\prime}\right)$ is an inversion of $C^{\prime \prime}$. Then, using Lemma 11,

$$
\begin{aligned}
& \sum_{j \in C^{\prime \prime}} Q_{j, O P T(j)} \\
= & \sum_{\mathcal{C}_{i}} \sum_{\left(j, j^{\prime}\right) \in \mathcal{C}_{i}} Q_{j, O P T(j)} \\
\leq & \sum_{\mathcal{C}_{i}} \sum_{\left(j, j^{\prime}\right) \in \mathcal{C}_{i}} \max \left\{2 \cdot Q_{j, \mathrm{~B}(j)}, Q_{j^{\prime}, \mathrm{B}\left(j^{\prime}\right)}\right\} \\
\leq & \sum_{\mathcal{C}_{i}} \sum_{\left(j, j^{\prime}\right) \in \mathcal{C}_{i}}\left(2 \cdot Q_{j, \mathrm{~B}(j)}+Q_{j^{\prime}, \mathrm{B}\left(j^{\prime}\right)}\right) \\
= & \sum_{j \in C^{\prime \prime}} 3 Q_{j, \mathrm{~B}(j)}
\end{aligned}
$$

Theorem 13 For any $0<\epsilon<1$, there exist instances of the distributed balanced color assignment problem such that $\operatorname{COST}_{B}$ is a factor $3-4 \epsilon /(4 \delta+\epsilon)$ larger than the optimal cost, for some $0<\delta<1$.

Proof. Consider the following instance of the problem. For the sake of presentation, our example is given for the case $m=n$ even, but it is straightforward to extend it to the general case. Fix any rational $0<\epsilon<1$, let $q, \delta>0$ be such that $q \epsilon / 4$ is integer and $q \delta=\lceil q\rceil$. Assume the colors are distributed as follows:

$$
\left\{\begin{array}{ll}
Q_{2 i, 2 i} & =q(\delta+\epsilon / 4) \\
Q_{2 i+1,2 i} & =q \delta \\
Q_{2 i, 2 i+1} & =q(2 \delta-\epsilon / 4) \\
Q_{2 i+1,2 i+1} & =0
\end{array} \quad i=0,1, \ldots, \frac{n}{2}-1\right.
$$

Suppose that $a_{0}$ is the leader elected in the first round of algorithm Balance, and that the label assigned to agent $a_{i}$ is $i$, for $i=1, \ldots, n-1$. Consider agents $a_{2 i}$ and $a_{2 i+1}$, for any $0 \leq i \leq \frac{n}{2}-1$. We can always assume that $q$ is such that $\frac{p^{2}}{2^{r+1}} \leq q \delta<q(\delta+\epsilon / 4)<$ $q(2 \delta-\epsilon / 4)<\frac{p}{2^{r}}$, for some $r$. Hence, the weights of color $c_{2 i}$ for agents $a_{2 i}$ and $a_{2 i+1}$ belong to the same interval $\left[p / 2^{r+1}, p / 2^{r}\right)$.

It is easy to see that the optimal assignment gives $c_{2 i+1}$ to $a_{2 i}$ and $c_{2 i}$ to $a_{2 i+1}$. The corresponding cost is Costopt $^{\prime}=\frac{n}{2} q(\delta+\epsilon / 4)$. On the other hand, algorithm Balance assigns $c_{2 i}$ to $a_{2 i}$ and $c_{2 i+1}$ to $a_{2 i+1}$, with a corresponding cost $\operatorname{Cost}_{\mathrm{B}}=\frac{n}{2} q(3 \delta-\epsilon / 4)$. As for the approximation factor, we get

$$
\frac{\operatorname{Cost}_{B}}{\operatorname{Cost}_{O P T}}=\frac{3 \delta-\frac{\epsilon}{4}}{\delta+\frac{\epsilon}{4}}=\frac{3\left(\delta+\frac{\epsilon}{4}\right)}{\delta+\frac{\epsilon}{4}}-\frac{\frac{3 \epsilon}{4}+\frac{\epsilon}{4}}{\delta+\frac{\epsilon}{4}}=3-\frac{4 \epsilon}{4 \delta+\epsilon} .
$$

Theorem 13 proves that the analysis produced for algorithm Balance is tight. However, if we are willing to pay something in message complexity, we can get a 2-approximation algorithm.

Corollary 14 Algorithm Balance can be transformed into a 2-approximation algorithm, by paying an additional multiplicative $O(\log p)$ factor in message complexity.

Proof. Given round $r$ and for every color $c_{j}$ in $\mathcal{M}_{r}$, let $a_{j^{\prime}}$ be the agent with maximum $Q_{j, j^{\prime}}$ between all agents $a$ such that $p / 2^{r+1} \leq Q_{j, j^{\prime}}<p / 2^{r}$.

We modify Algorithm Balance to have color $c_{j}$ assigned to agent $a_{j^{\prime}}$ even if $a_{j^{\prime}}$ is not the agent closest to the leader. Any agent selecting color $c_{j}$ adds the information concerning $Q_{j}$ to the outgoing message. This requires $O(\log p)$ extra bits per color and each message is now a set of pairs $\left(c_{j}, q\right)$, such that $c_{j}$ is a color and there is an agent $a$ for which $Q_{j, j^{\prime}}=q$. The cost analysis for the modified algorithm is straightforward.

The algorithm and the proof of the approximation factor (and tightness of approximation) can be modified to work for any base of the logarithm, giving us the following result.

Theorem 15 For every $0<\epsilon<1$, there is a $(2+$ $\epsilon$ )-approximation algorithm for the distributed balanced color assignment with running time $O\left(n \log _{1+\epsilon} n\right)$ and message complexity $O(m n)$.

Proof. Use Algorithm Balance with the following changes: $l_{r}=\left\{\frac{p}{(1+\epsilon)^{r+1}}\right\}, u_{r}=\left\{\frac{p}{(1+\epsilon)^{r}}\right\}$, and

$$
\left\{\frac{a}{b}\right\}= \begin{cases}\left\lceil\frac{a}{b}\right\rceil & \text { if } \frac{a}{b}>\frac{1}{1+\epsilon} \\ 0 & \text { otherwise }\end{cases}
$$

Statements of Lemma 11 becomes

$$
Q_{j, O P T(j)} \leq \max \left\{(1+\epsilon) \cdot Q_{j, \mathrm{~B}(j)}, Q_{k, \mathrm{~B}(k)}\right\}
$$

and following the same reasoning as in Theorem 12 we get the $(2+\epsilon)$ approximation factor.

## 6. Conclusion

In this paper we have considered the Distributed Balanced Color Assignment problem, which models problems where distributed agents search a common space and need to rearrange or organize the retrieved data. The question addressed here is intimately related to different matching problems.

Our results indicate that these kinds of problems can be solved quite efficiently in a distributed setting, and that the loss incurred by the lack of centralized control is not significant. We have focussed our attention to distributed solutions tailored for a ring of agents. A natural extension would be to consider more general topologies, and analyze how our techniques and ideas have to be modified in order to give efficient algorithms in these more general settings.
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