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Abstract

Applications on todays massively parallel supercom-
puters rely on performance analysis tools to guide them
toward scalable performance on thousands of proces-
sors. However, conventional tools for parallel perfor-
mance analysis have serious problems due to the large
data volume that may be required. In this paper, we
discuss the scalability issue for MPI performance anal-
ysis on Blue Gene/L, the worlds fastest supercomputing
platform. We present an experimental study of existing
MPI performance tools that were ported to BG/L from
other platforms. These tools can be classified into two
categories: profiling tools that collect timing summaries,
and tracing tools that collect a sequence of time-stamped
events. Profiling tools produce small data volumes and
can scale well, but tracing tools tend to scale poorly. The
experimental study discusses the advantages and disad-
vantages for the tools in the two categories and will be
helpful in the future performance tools design.

1 Introduction

The Blue Gene1/L (BG/L) supercomputer is a mas-
sively parallel system developed by IBM in partnership
with Lawrence Livermore National Laboratory (LLNL).
BG/L uses system-on-a-chip technology [16] to integrate
powerful torus and collective networks onto a single chip
with the processors, and it uses a novel software architec-
ture [14] to support high levels of scalability. The BG/L
system installed at LLNL contains 65,536 dual-processor
compute nodes. Operating at a clock frequency of 700
MHz, BG/L delivers 180 or 360 Teraflop/s of peak com-
puting power, depending on its mode of operation.

Solving a scientific problem on BG/L typically re-
quires more processors than conventional supercomput-
ers because BG/L has relatively low-power processors,
both in terms of Watts consumed and Flops produced.

1Trademark or registered trademark of International Business
Machines Corporation.

Therefore, to effectively utilize the enormous computa-
tion power provided by BG/L systems, it is critical to
explore scalability to the maximum extent. It has been
shown that a significant number of important real-world
scientific applications can be effectively scaled to thou-
sands or tens of thousands BG/L processors [18]. The
process of achieving such high level scalability and perfor-
mance is often difficult and time-consuming, but can be
guided with scalable parallel performance analysis tools.

Performance analysis tools produce information col-
lected at run-time to help program developers identify
performance bottlenecks and in turn improve application
performance. For massively parallel systems like BG/L
where scalability is the key, scalable tools for analyzing
communication are needed. On BG/L, communication is
via the message-passing interface, MPI. The MPI spec-
ification includes a “profiling” interface, which provides
entry points to intercept and instrument the message-
passing calls. One can distinguish between two types
of parallel performance tools: (1) profiling tools that
generate cumulative timing information, and (2) tracing
tools that collect and display a sequence of time-stamped
events. It is clear that tracing tools face a fundamen-
tal difficulty when there are thousands of processes in-
volved. The volume of trace data can easily get to be
unmanageable. As a result, post-mortem data reduction
schemes based on filtering the aggregate data may still
be untenable. Instead, it is necessary to carefully control
trace generation. In contrast, profiling tools are inher-
ently more scalable, because they retain only cumulative
data.

In this paper, we discuss the scalability of MPI profil-
ing and tracing tools on BG/L. We discuss existing MPI
tracing tools and show that they have serious problems
for large-scale BG/L systems. Specifically, we present
our study of existing tools that are ported onto BG/L
from other platforms.

The rest of the paper is organized as follows. Section
2 gives an overview of MPI on the BG/L. We study the
scalability of existing MPI performance analysis tools on
BG/L by using several real applications in Section 3 and
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4. The experiences and lessons learned are described in
Section 5. Related work is given in Section 6. Finally,
the conclusion is drawn in Section 7.

2 MPI on BG/L

On BG/L, each process can directly access only its
local memory, and message-passing is used for communi-
cation between processes. The current implementation of
MPI on BG/L [17] is based on MPICH2 [5] from Argonne
National Laboratory. The BG/L version is MPI-1.2 com-
pliant [15] and supports a subset of the MPI-2 standard.
There are parts of MPI-2, such as dynamic process man-
agement, that are not supported. Other parts of MPI-2,
such as one-sided communication, are under development
and testing at the time of this writing.

The MPI implementation on BG/L utilizes three high-
speed networks: a three dimensional (3D) torus network
for point-to-point communication [13], a collective net-
work for broadcast and reduction operations, and a global
interrupt network for fast barrier synchronization. For
the torus network, each compute node is connected to its
six neighbors through bidirectional links, and the links
can be “trained” to wrap around on partitions that are
multiples of a midplane (a unit with 512 nodes in an
8x8x8 torus network configuration).

Another important architectural feature of BG/L is
that each compute node has two processors. A compute
node can operate in one of two modes. In coprocessor
mode, a single-threaded MPI process occupies each node,
and the second processor is used to aid in MPI commu-
nication. In virtual node mode, there are two single-
threaded MPI processes per node, each with access to
half of the node memory. The two processors on each
chip do not have hardware support for cache coherency,
so pthreads or OpenMP are not currently supported on
BG/L. As a result, MPI has a very important role for
parallel applications on BG/L.

3 MPI Performance Analysis Tools for
BG/L

A number of MPI performance analysis tools have
been made available for BG/L users by joint efforts of
IBM and collaborators. In this section, we first give
brief introductions to these tools. Then, in Section 4,
we present an experimental evaluation of the scalabil-
ity, efficiency, and overhead of these tools when applying
them on BG/L. Table 1 lists the MPI performance tools
that were ported to BG/L and used in this study. These
tools can be classified into two categories: (1) profiling
tools that provide cumulative data, and (2) tracing tools
that provide time-stamped records of MPI events.

Table 1. Existing MPI Performance Analysis
Tools

Tool Function References
IBM HPCT profiling and tracing [3]
Paraver tracing [8, 26]
KOJAK tracing [4, 25]
TAU profiling and tracing [9, 23]
mpiP profiling [6]

3.1 IBM High Performance Computing
Toolkit

The IBM High Performance Computing Toolkit (IBM
HPCT) contains MPI profiler and tracer libraries [3] to
collect profiling and trace data for MPI and SHMEM
programs. This toolkit was originally developed for AIX
Power clusters and now is ported to BG/L. The IBM
HPCT generates two types of output files that work
with the visualization tools Peekperf and Peekview to
identify performance bottlenecks. Peekperf integrates a
source-code browser with cumulative performance met-
rics obtained with the profiler library (Figure 1(a)), a
nd Peekview displays the time-stamped MPI trace file
obtained via the tracer library (Figure 1(b)).

3.2 Paraver

Paraver [8,26] is a program visualization and analysis
tool that supports both shared-memory and distributed-
memory parallel applications. It has three major com-
ponents: a tracing facility, a trace merge tool, and a
visualizer. For MPI tracing, the MPItrace library is used
to intercept MPI calls and save individual trace files dur-
ing application execution. The individual files are then
merged, and the merged trace file is displayed using the
viewer, which has many display and analysis features. An
example of Paraver for MPI trace visualization is shown
in Figure 2. Both the trace merge tool and the viewer run
on BG/L front-end nodes, while trace generation is done
from the BG/L compute nodes. Paraver is best suited
for parallel applications at a modest scale by BG/L stan-
dards, because at large process counts the trace files be-
come large and hard to work with. This basic difficulty
affects all tracing tools to some extent.

3.3 KOJAK

KOJAK (Kit for Objective Judgment and Knowledge-
based Detection of Performance Bottlenecks) [4, 25] is a
collaborative research project aiming at the development
of a generic automatic performance analysis environment
for parallel programs. It includes a set of tools perform-
ing program analysis, tracing, and visualization. The
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(a) Source Code Performance Metrics Mapping

(b) Trace Visualization

Figure 1. IBM HPCT Visualization for MPI Per-
formance Analysis

Figure 2. Paraver Visualization for MPI Tracing

(a) Hotspot Analysis

(b) Topology

Figure 3. KOJAK Visualization for MPI Profiling

instrumentation for MPI is obtained with the PMPI in-
terface, which intercepts calls to MPI functions. KOJAK
uses the EPILOG run-time library, which provides mech-
anisms for buffering and trace-file creation. On BG/L,
the resulting trace files can be quite large. In terms of
visualization, KOJAK provides several options including
tree-style hot spot analysis (Figure 3(a)). The user can
identify performance bottlenecks by exploring the tree.
There is also a topology view (Figure 3(b)) to help the
user map performance metrics back to the compute nodes
in terms of the physical layout on the torus network.

3.4 TAU

TAU [9, 23] is a program and performance analysis
framework. It includes a suite of static and dynamic
tools that form an integrated analysis environment for
parallel applications. TAU includes automatic instru-
mentation to capture data for functions, methods, basic
blocks, and program statements. In addition to auto-
matic instrumentation, TAU provides an API for man-
ual instrumentation. TAU can be used for either profiling
(collecting cumulative data) or tracing (recording time-
stamped events). TAU includes a visualizer, Paraprof,
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for profile data. For trace data, TAU does not include
it’s own trace viewer, but it can convert trace files for
use with other visualization tools, such as Paraver. TAU
has many features and has been ported to a variety of
platforms. In our experiments with TAU, we used only
the MPI profiling capability.

3.5 mpiP

mpiP [6] is a light-weight profiling library for MPI ap-
plications. It collects cumulative information about MPI
functions. It uses communication only during report gen-
eration, typically at the end of the program execution.
Since it collects only cumulative information, the output
size is very small compared to MPI tracing tools, and
the execution time overhead is normally small. However,
the detailed time history of communication events is not
available with this tool.

4 Performance Study

In this section, we study the scalability, efficiency, and
overheads of the existing MPI performance analysis tools
on BG/L.

4.1 Applications

We used a collection of scientific applications on BG/L
to examine the strengths and limitations of parallel per-
formance tools. The applications are briefly described
below.

SAGE [22] is an Adaptive Grid Eulerian hydrodynam-
ics application from Science Applications International.
SAGE uses blocks of cells in a three-dimensional Carte-
sian framework. SAGE has many features including the
ability to do automatic mesh refinement. Two input sets
were used: one that does significant computational work
but has a static mesh, and another that exercises the
automatic mesh refinement capability.

FLASH [2] is a parallel adaptive-mesh multi-physics
simulation code designed to solve nuclear astrophysical
problems related to exploding stars. The particular test
case that we used was a two-dimensional weak scaling
problem [29], which includes an expanding shock wave
and exercises the adaptive-mesh refinement capability.

SOR is a program for solving the Poisson equation
using an iterative red-black SOR method. This code uses
a two dimensional process mesh, where communication
is mainly boundary exchange on a static grid with east-
west and north-south neighbors. This results in a simple
repetitive communication pattern, typical of grid-point
codes from a number of fields.

POP (Parallel Ocean Program) [12,20,21,28] is a par-
allel ocean circulation model. We used the input file in-
cluded in POP version 2.0.1, with a fixed domain size

as the test case. The domain is decomposed into blocks,
and blocks are distributed among the processors. In con-
trast to the other codes, POP was used in a strong-scaling
mode, where the total problem size is fixed, and the work
per processor decreases as the application is scaled up.

sPPM [10] is a simplified version of the Piecewise
Parabolic Method (PPM), a hydrodynamics algorithm
which is particularly useful when there are discontinu-
ities such as shock waves . The application uses a three-
dimensional process mesh, and communication is by ex-
change with nearest neighbors in +/-x, +/-y, and +/- z
directions. This communication pattern fits nicely onto
the 3D torus network, and as a result sPPM scales almost
perfectly on BG/L.

SWEEP3D [11] is a simplified benchmark program
that solves a neutron transport problem using a pipelined
wave-front method and a two-dimensional process mesh.
Input parameters determine problem sizes and blocking
factors, allowing for a wide range of message sizes and
parallel efficiencies.

4.2 Performance Measurement

In this section we report measurements using the ex-
isting MPI performance tools with the collection of ap-
plications listed in Section 4.1. Two metrics were cho-
sen to characterize the tools: (1) execution-time over-
head ((elapsed time−reference time)/reference time,
where the reference time is measured without profiling
or tracing), and (2) the volume of collected data.

Figures 4(a) and 4(b) show the measurements, using
weak scaling (work per processor remains constant) for a
set of applications, with 512, 1,024, and 2,048 compute
nodes on BG/L in coprocessor mode. The execution-time
overhead for the profiling methods provided by TAU and
mpiP was less than 3% and is not shown in the figures.
In our experience, profiling tools can provide useful cu-
mulative data up to very large systems, including the full
64K-node Blue Gene/L at Livermore, with relatively lit-
tle overhead. In contrast, the execution-time overhead
for the tracing methods used by IBM HPCT, Paraver,
and KOJAK grows faster than linearly with the number
of MPI processes, and is already of order 100(factor of
two slower performance) with 1,024 processes. The over-
all performance is slowed down significantly with 2,048
or more MPI processes. Also, the volume of trace data
collected, shown in Figure 4(b), can quickly grow to of
order 100 GBytes, which is too large for efficient analysis
or visualization. At very large process counts, it is sim-
ply not practical to save all time-stamped records from
every MPI rank.

A closer examination reveals that the execution-time
overhead is substantially affected by the generation of
trace file output. The trace file I/O behavior is not uni-
form over the course of program execution. For exam-
ple, the I/O bandwidth obtained when tracing FLASH
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Figure 5. Performance Analysis Tool I/O Distri-
butions

and sPPM is shown in Figure 5 as a function of time.
The tracing tools use buffers in memory to save event
records, but when the buffers are full it is necessary to
write data to the file-system. In order to minimize the
performance impact of tracing on systems like BG/L that
only supports blocked I/O, it is advantageous to use large
memory buffers, and delay file I/O until near the end of
program execution. In our experiments, Paraver follows
this approach and achieves somewhat better utilization of
I/O bandwidth. The execution-time overhead for tracing
could be kept to a minimum by keeping all trace data in
memory, but that is not feasible for long-running appli-
cations with large numbers of events. The BG/L system
that we used for these experiments did not have a parallel
file system attached to it. The output files were written
to an NFS file system mounted on the nodes. An ag-
gressive parallel file-system could significantly reduce the
execution-time overhead caused by trace file generation.
However, the problem of managing the vast amounts of
trace data would remain.

5 Discussion

Weak scaling and strong scaling are commonly used
to study the scalability for a given application. For weak
scaling, as the number of processors increases, the work-
load per processor remains the same. In other words,
total workload increases with the number of processors.
For strong scaling, total workload remains the same so
when the number of processors increases, workload re-
duces for each processor.

Among the applications we studied in Section 4.2,
POP is run with strong scaling configuration. As the
number of processors increases, the execution overhead
becomes very large. We suspect that when the workload
or data for each processor is too small, it requires more
communications for each processor to finish its share of
the job (i.e. the communication and computation ratio
increases). The application POP fails to run with Par-
aver and KOJAK when using 1,024 and 2,048 compute
nodes. One possible reason is that in order to record nu-
merous communication information, the memory usage
per process exceeds the 512 MBytes limit on BG/L.

Due to the limitations for each compute node on BG/L
(e.g., physical memory size, single thread/single process,
performance counter events), many program execution
behaviors are difficult to measure. For example, memory
usage is only estimated by using heap and stack sizes.
We expect in the next generation of Blue Gene system,
Blue Gene/P, a lot of such performance measurement
obstacles can be removed. For example, with multiple
threads on a single compute node, we would be able to
measure the I/O activities more precisely.

There are a number of ways to reduce the data vol-
ume. For example, if the application does similar work
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for many time-steps, one could limit tracing to just one
or two time-steps, either by inserting calls to start/stop
tracing within the application, or by setting run-time pa-
rameters to limit the total number of time-steps in the
numerical simulation. By selectively tracing just one part
of the application, the data volume can be dramatically
reduced. Also, the nature of large-scale parallel applica-
tions is that many MPI processes are doing very similar
work, so one can limit trace generation to a subset of
MPI ranks and still obtain useful insight into the time-
dependent behavior of the application. Our experience
has been that good insight can be obtained by saving
data from about 100 MPI processes, which can reduce
the data volume by roughly a factor of 1,000 for large
BG/L systems. One can imagine a number of ways to se-
lect MPI ranks. For example, one could pick a contiguous
range of MPI ranks, or one could define a communication
neighborhood based on actual communication patterns,
or one could choose a contiguous block of processes based
on the topology of the network (a three-dimensional torus
for BG/L).

6 Related Work

Performance tools like Dyninst [1, 19], Paradyn [7, 24]
provides on general framework for performance tuning
for parallel application. Dyninst provides a C++ class
library for program instrumentation. Using this library,
it is possible to instrument and modify application pro-
grams during execution. A unique feature of this library
is that it permits machine-independent binary instrumen-
tation programs to be written. Numerous projects in-
cluding TAU are utilizing this library. Paradyn, based
on Dyninst, is a performance measurement tool for par-
allel and distributed programs. Performance instrumen-
tation is inserted into the application program and mod-
ified during execution. The instrumentation is controlled
by a Performance Consultant module. The Performance
Consultant has a well-defined notion of performance bot-
tlenecks and program structure, so that it can associate
bottlenecks with specific causes and specific parts of a
program. The instrumentation overhead is controlled by
monitoring the cost of its data collection.

Software like pSigma [27] can utilize the tool to min-
imize human intervention. PSigma is an infrastructure
for instrumenting parallel applications. It enables the
users to probe into the execution of an application by
intercepting its control-flow at selected points.

7 Conclusion

In this paper we examined existing MPI profiling and
tracing tools on Blue Gene/L. The profiling tools collect
only cumulative timing data, and can scale to very large

systems with relatively little overhead. Tracing tools col-
lect and analyze time-stamped events, but the trace files
tend to grow to unmanageable sizes when the number of
MPI processes is large. To control the volume of trace
data, one can limit trace generation to a subset of MPI
ranks and/or a selected time window, and still obtain
useful insight into the time-dependent behavior of par-
allel applications. We discuss a possible method to con-
trol trace generation. This method will provide flexible
control of trace generation, and can be used for more
complex tasks, such as automatically detecting and log-
ging a repeated sequence of MPI calls. In the near future
we plan to implment and verify our proposed method to
have a scalable MPI performance analysis tool.
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