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ABSTRACT

Widely adopted distributor-based systems forward user requests to a balanced set of waiting servers in complete transparency to the users. The policy employed in forwarding requests from the front-end distributor to the backend servers dominates the overall system performance. The locality-aware request distribution (LARD) scheme improves the system response time by having the requests serviced by the web servers that contain the data in their caches. In this paper, we propose a proactive request distribution (PRORD) that applies an intelligent proactive-distribution at the front-end and complementary pre-fetching at the back-end server nodes to obtain the data of high relation to the previous requests in their caches. The pr-fetching scheme fetches the web pages in advance into the memory based on a confidence value of the web page, which is predicted by the proactive distribution scheme. Designed to work with the prevailing web technologies, such as HTTP 1.1, our scheme aims to provide reduced response time to the users. Simulations carried out with traces derived from the log files of real web servers witness performance boost of 15-45% compared to the existing distribution policies.

1. INTRODUCTION

Cluster systems are being increasingly used in the web-server management, file distribution and database transactions. The main reason for the large-scale deployment of the cluster systems is their load sharing and high-performance capabilities. The overall delay experienced by the end-user is composed of network-link delay, routing delay, delay accrued during address resolution and finally the web-server service delay. It has been observed that web servers contribute to approximately 40% of the overall delay [1], and this delay is likely to grow with the increasing use of dynamic contents. The delay incurred at a web server consists of the processing time and data retrieval time. Cluster-based web servers incur an additional delay to decode the incoming request and forward the request to one of the back-end servers. Thus, the delay at the web server is a critical component that has to be reduced to achieve better web-server performance.

Among the different architectures in the cluster-based servers, the distributor-based systems have been widely adopted as shown in Fig. 1. These systems have a front-end distributor that forwards the requests to any of the backend servers. In the locality-based request distribution schemes [2, 4], the distributor contacts the dispatcher to obtain the locality information. If the page is located in the same backend server, the request is serviced directly. Otherwise, the distributor forwards the request to the backend server that has better locality for the requested file. The role of the dispatcher is to notify the distributor of the locality of the requested files. The forwarding of the requests from the distributor to the backend servers is carried out in complete transparency with the users. A handoff protocol and TCP splicing are employed in most cases to make the transition smooth and transparent [2, 13, 14]. The requests are forwarded to a set of backend servers based on a certain policy. LARD (Locality Aware Request Distribution) [2], PARD (Power Aware Request Distribution) [3] and WRR (Weighted Round Robin) are a few of the most prolifically adopted policies. The policies focus on improving efficiency, power conservation, and load balancing, respectively.

![Fig. 1: Distributor-Based Web Server System](image-url)
information, including the general user navigation pattern, user behavior and general website organization. The extracted information from web log file is made available for the distributor at the front-end to discern and classify the incoming requests and performs the dispatch to the appropriate backend server. Besides, this extracted information is used to prefetch the data files into the web servers’ cache [20]. Prefetching is thus complementary to the dispatches being made by the distributor at the front-end. Simulation results with traces from real web servers show that the proposed scheme, PRORD, outperforms other distribution policies. In particular, PRORD shows 10% – 45% improvement over LARD.

In Section 2, we discuss the existing technologies in detail. Section 3 describes the applications of web log mining in context of our research. Section 4 explains the usage of web log mining for enhancing the distribution policy at the front-end. While Section 5 shows the simulation model and the results, Section 6 concludes the paper.

2. RELATED WORK

Among the distributor-based policies, weighted round robin (WRR) is considered to be a simple and efficient scheme for providing excellent load balancing of the requests arriving at the system. However, it does not affect the performance of the system. The locality-based request distribution schemes focus on improving the performance through intelligent distribution of the incoming requests [2, 4, 5].

2.1 Locality-Aware Request Distribution (LARD)

The LARD [2] overcomes the drawbacks faced by the WRR policy. It increases the memory hits at backend servers by considering both data locality and load balancing issues in a distributed cluster-based server. The distributor in the LARD forwards all requests for the same web object to a server node that has the requested file in its cache (memory). If the load on the selected node is high, then the requests are forwarded to another lightly loaded node that has the contents in its disk. As an improvement on this idea, Aron, et al. [4] proposed a scalable content-aware distribution policy that decreases a heavy load of the front-end node through paralleling distribution work of the incoming requests using a de-centralized distributor. In this policy, a layer-4 web-switch is used to forward the incoming requests into one of distributors on the backend server. However, this architecture suffers from a single point of failure. Also, the overhead to dispatch all the requests can be very high. In addition to these drawbacks, both the above studies are based on HTTP 0.9/1.0-based web transactions. With HTTP 1.1 based web transactions, the persistent connection suffers from inefficient distribution of the incoming requests among back-end servers. While the front-end in a cluster system with HTTP 0.9/1.0 can handle every incoming request as an individual connection, multiple requests from the same client are coming through one single connection in HTTP 1.1. Therefore, when the front-end for HTTP 0.9/1.0 is operating on HTTP 1.1, it can not guarantee that all the requests are distributed under the locality-aware distribution policy.

2.1.1 Persistent HTTP

With HTTP 1.1, the user can request multiple pages to the server on the same persistent connection. Two schemes have been proposed to address the problem of persistent HTTP: multiple TCP handoffs and back-end forwarding scheme. Multiple TCP handoffs [5] analyze and dispatch whole incoming requests at the front-end. The LARD policy is applied to each incoming request, requiring TCP handoffs for each request, even though the requests are from the same user. In the back-end forwarding scheme [5], the front-end initiates a single handoff for every persistent HTTP connection. The back-end servers are connected over a high speed network and the request can be internally forwarded and serviced among the back-end server nodes.

Both the above techniques suffer from high overhead. We try to provide a low overhead content-based request distribution at the distributor, while maintaining the QoS.

2.2 Website Log Mining

Web log mining has been frequently used in web services [7, 8, 9, 10, 11]. However, none of them consider the possibility of using the information from web log mining for improving the distribution policy in a cluster-based web server. The server logs can be analyzed for user browsing pattern, general website organization and other website statistics, and can be used to improve the QoS of the website. The following sections describe the research that has been done in this context.

2.2.1 User Navigation Pattern

The user navigation pattern is a rich source to understand the general user behavior on a website. This information can be easily gleaned from the web server log files. It can be used to categorize the users based on their interests and also to predict their intended navigation pattern. In most large websites, the users’ target document does not exist in the users’ expected location.

In [6], web log information was used to improve the website organization by providing hyperlinks to users’ target document on the users’ expected location of the webpage. Nakayama, et al. [10] used the web log files to discover the gap between website users’ behavior and the website designers’ expectations. They evaluated these metrics using inter-page access co-occurrence and inter-page conceptual relevance, respectively. Perkowitz, et al. [8, 9] developed a clustering algorithm to identify web pages that occur together in a single user visit and built an index
page, which helps the users to effectively navigate the website. Spiliopoulou, et al. [11, 12] proposed a web mining tool called Web Utilization Miner (WUM) for analyzing the log files. The tool analyzes the structure of the traversed paths of the website users to extract sub-paths which lead to a target item of interest.

The navigation patterns of the users can help re-organize the website such that the required target data is readily available to the users.

2.2.2 Bundling Requests

[7] shows that prefetching of the embedded objects associated with a particular page could provide considerable performance boost. The webpage and its associated embedded objects such as images, applets, etc. were grouped into a “bundle” and delivered to the user browser in a compressed form on the request of the web page. In [29], Cohen, et al. proposed an improved method for updating the cached webpage at the proxy servers. During the update of the bundled information, the update period for the stale webpage was prolonged due to a slight increase of update overhead. Log mining information was used for creating the update information based on the relationship between webpages, and thus minimizing the update overhead.

2.2.3. Web Use Mining and Prediction

In web usage mining, it is critical how to analyze the log files in the system. A considerable amount of schemes suggested for improvement of web search can be classified into two groups; association rule [23, 24] and sequence rule [25]. The association rule uses set-based operations for analyzing the log files, while, in the sequence rule, the system analyzes the sequence of the web log files. Kitsuregawa improved the scheme based on association rule [23, 24] and sequence rule [25] and implemented a Mobile Information Search (MIS) system through a PC cluster [17].

[20] presented another method for prefetching through web log mining. Embedded Object Table (EOT) and a set of association rules were constructed for prefetching and caching the page. Besides, they extended GDSF [30] through splitting frequency into future frequency and past frequency through an association rule. [21] compared three web mining approaches: association rules [23, 24], sequence rules [25, 27] and generalized sequence rules [28]. They proved that sequence rules outperform the other approaches.

Data structure for prefetching using web log mining can be categorized into two schemes: Dependency graph (DG) [19] and Prediction-by-Partial-Match (PPM) [26]. In [19], Padmanabhan, et al. proposed a scheme for prefetching through website log mining. The scheme used a prediction engine which kept track of web page relationship information. A weighted direct graph is constructed where nodes correspond to the web pages and the arcs represent the relationship between the web pages. In PPM [26], $j$-order Markov predictor was maintained for the prediction in the comparison of the previous $j$ accessed pages. Even though the predictor generates more accurate result with higher orders, the overhead for maintaining the predictor increases, and it becomes the bottleneck of the scheme. [18] proposed a scheme for prefetching webpages through the PPM and the DG. In [17], MIS was described for collecting and clustering the web pages.

Though there have been a lot of studies carried out in web log mining, its usage in improving the distribution policy in cluster-based web servers has not been explored. Besides, the information extracted from log files by our algorithms and their usages to our system are unique.

3. UTILIZING WEB LOG FILES

We employ the web log files to collect a host of information: users’ navigation pattern, popularity of the web pages and ‘bundles’ of pages. This web log information can be directly used for discerning the incoming requests and dispatching them to the appropriate backend server nodes. Web log information segments and their usage are elaborated in the following subsections.

3.1 Users’ Navigation Pattern

We use the script to analyze the log files, garner the access patterns of the users on a website and group web pages using the collected information. Every website can be subdivided based on the different categories of web users who visited the website. For example, a university website will most likely cater to the needs of current students, prospective students, faculty members, support staff and other users. Thus, the users on the university website can be categorized into such well known groups including current students, prospective students, faculty, staff and others. Each of these groups’ users has a highly directional and mostly unique access pattern. Thus, the web log information can be used to categorize the users visiting the website into pre-defined groups. The information about the user’s group can be insightful in predicting the possible data that would be requested by the user in the near future.

3.2 Popularity and Spotting Bundles for Web Pages

We also identify and rank the web pages based on their popularity and demand. The number of requests to a particular page can be easily retrieved from the log files and number of requests can be used to rank the web pages. We employ a two-fold system to rank the web pages; we have offline analysis of the log files and also dynamic online tracking of the page hits to obtain the realistic estimate for the popularity of the web pages.

As in [7], the web page and its associated embedded objects can be identified from the log files. Image files, applets, audio/video streams, etc. constitute a “bundle” for the main web page. The embedded objects are bound to be requested by the user’s browser in the subsequent requests.
Though spotting the bundles is similar to the method outlined in [7], the application of bundles differs in our system and is explained in detail in Section 4.

4. PROACTIVE REQUEST DISTRIBUTION SCHEME (PRORD) USING WEB LOG INFORMATION

In this section, we present a new proactive request distribution scheme, called PRORD, which uses the web log information to improve the distribution at the front-end and provide prefetching at the back-end servers.

4.1 Prefetching at the Back-End Servers

A back-end server prefetches a specific group of data containing currently requested pages based on user’s access pattern using web log mining scripts. The requests from a particular user can be monitored and identified as a particular group by correlating the user’s current access path and the information from the log mining. This is achieved by comparing the current user access path with the predefined paths in correspondence with each of the group or category of the website. The longer the comparison paths are, the better the confidence of the predicted category is [18].

Once a user is categorized using the above matching, the related data files can be prefetched into the back-end servers’ memory depending on the confidence of the data file under the current user’s access path. The files with high confidence immediately below the current access location on the user navigation tree will be prefetched into the cache. An example of this mechanism is shown in Fig. 2.

4.1.1 Algorithm for Categorizing

We use n-order dependency graphs in our system. In Fig. 3, a 2-order dependency graph is illustrated. Each node in the graph represents a web page and each edge stands for the confidence value into the continuing sequence of user navigation pattern. Our algorithm analyzes and categorizes the user’s request into specific groups. In the figure, we have two groups of sequences which contain page ‘D’. The 70% of sequences in the first group that start from page ‘A’ visit page ‘C’, while 60% of sequences in the second group that start from page ‘B’ visit page ‘E’.

![Fig. 3 2-Order Dependency Graph in PRORD](image)

i) Constructing map
It is critical how to store a dependency graph representing the relation between pages in the limited memory space. The necessary space for requested sequence from users depends on the data structure and the order of the sequence. Even though the amount of web log mining information contributes directly to better prefetching, it leads to severe memory constraints. For web log mining sequences with the total number of $n$ pages, all possible number of relations between pages stored on the memory is $n^{l+1}$. Thus memory for the web log information increases exponentially according to the order of the sequence. To avoid this space overhead, we propose to store relations between pages only when one page is directly linked to other pages.

ii) Finding a candidate path
We find the candidate paths for sequences of requested pages from users based on the link between pages. Algorithm 1 shows the details of our approach. For all pages in the site, the function ‘make_candidate_path’ is called. Initially, the path and current page is set to its own page. For example, in the call for page ‘a’, both ‘path’ and ‘current_page’ are set to ‘a’. In each call, ‘current_page’ is added into array ‘candidate_path’.

![Fig. 2 An Example of Building the Confidence of the Guesses](image)
Algorithm 1 Making Candidate Path

iii) Making set for prefetching

In each request, Algorithm 2 selects the candidate page and updates the hit rate of each sequence. For every incoming request, ‘sequence’ and ‘previous_page’ are assigned to each connection. ‘Sequence’ stands for the sequence of the previous accessed pages and ‘previous_page’ is for most recently accessed page. Function ‘get_prefetch_page’ is called on every request from the user. The hit rate of sequence with requested page is increased and ‘previous_page’ is updated with requested page. Finally, the web-page with the highest possibility for next request from user is selected. If the possibility of the chosen page is bigger than threshold, this page is prefetched.

Also, when a request for a main page arrives at the backend, the embedded objects associated with main page are pre-fetched into the cache. The subsequent requests from the user for these embedded objects is forwarded by the distributor to backend server with pre-fetched embedded object and this scheme avoids a disk access and hence the latency.

Algorithm 2 Prefetching of pages

4.1.2 Replication at the Back-End Server

The replication algorithm controls whole replicas of web documents in the system. The interval of the operation (t seconds) is decided based on the current operating conditions of the system (load, service time, etc.) or a fixed interval, whichever is smaller. A rank table (rank_table) is built based on the frequency of hits registered for each web page through dynamic log mining of the recent history. Each one of the files has a “rank” associated with the popularity of the file. Based on the value of “rank,” the files are replicated across the back-end servers through the ‘Replication’ algorithm.

Algorithm 3 Replication at the Back-End Server

4.2 Request Distribution at the Front-End

To solve the bottleneck formed by the distributor of a web cluster system, the efficient distribution through web log mining is suggested in this section. In any locality based distributed systems, we can divide the distribution process into several steps. Fig. 4 illustrates the steps involved in distributing the incoming requests. First, distributor reads and analyzes the incoming request. Second, distributor determines whether current request is for the embedded object for previous request. If it is for embedded object, request is forwarded to backend server that processed previous request. Third, the distributor decides whether request is for pre-fetched object or is already distributed. If it is, request is distributed to backend server that has pre-fetched object or already processes it. If not, the distributor selects a least loaded backend server which hosts the file in
the memory. Finally, the incoming requests are forwarded to the selected backend server.

From our observation, interval between request and following request is short. User requests for the embedded objects arrive at the server as separate requests over a period of time. If these requests are processed individually, every request requires a dispatch and hence increases the processing overhead. Besides, the requests incur misses, when the content is not available on the memory at the backend. For improving the processing, a module for tossing the request into ‘forward module’ is added in the flow at front-end. It is enclosed by the dash-line in Fig. 4. This mechanism decreases the number of dispatches dramatically and improves the performance of the cluster system. In section 5, we present the results of the simulation show the improvement achieved with the help of these schemes.

The simulation system parameters are enumerated in table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Memory (Kernel memory + Application memory)</td>
<td>256 MB, 133 MHz</td>
</tr>
<tr>
<td>Kernel Memory</td>
<td>128 MB</td>
</tr>
<tr>
<td>Application Memory</td>
<td>128 MB</td>
</tr>
<tr>
<td>Pinned Memory</td>
<td>72 MB (Variable)</td>
</tr>
<tr>
<td>Connection latency</td>
<td>150 µs</td>
</tr>
<tr>
<td>Disk latency</td>
<td>18.215 ms (fixed) + 15.5 µs per KB</td>
</tr>
<tr>
<td>Power Consumption</td>
<td>100% when ON, 0% when OFF and 5% in Hibernation</td>
</tr>
<tr>
<td>Interconnection Network</td>
<td>100 Mbps Fast Ethernet</td>
</tr>
<tr>
<td>TCP handoff latency</td>
<td>200 µs per request</td>
</tr>
<tr>
<td>Data transmission rate</td>
<td>80 µs per 1 KB block</td>
</tr>
</tbody>
</table>

Table 1 System Parameters

5.2 Simulation Results

Simulations have been carried out by implementing the proposed algorithms in C++. The program simulates a scalable, user configurable cluster with realistic system and disk queues. Additionally, we have implemented the WRR, LARD, and existing algorithms for P-HTTP (Ext-LARD-PHTTP) for benchmarking or comparison purposes. The simulation code takes any log file in common log format as the input. In our simulation, we obtain workload from logs of Texas A&M University CS department web site and from Soccer World cup 1998 web site. The data set for Texas A&M University CS departments contains 27,000 requests and has 4,700 files of average size 12Kb, while logs for Soccer World cup 1998 contains 897,498 requests for 3809 files. We have also used a set of synthetic web trace for the simulations composed of 30,000 requests and 3000 files of average size 10Kb. In the first section of the results, the efficiency of the distributors of LARD and our system, PRORD, are compared. In the second section, the following metrics are closely monitored for evaluating the performance of the system: Average Response Time and Throughput. We compare our policy (PRORD) against WRR, LARD and Ext-LARD-PHTTP.

Fig. 6 shows the reduced frequency of dispatches with our policy. This is largely due to the effect of forwarding of requests to the embedded objects. The dispatcher does not have to be contacted for any of the requests comprising the embedded objects. The throughput of all the algorithms for each of the trace is compared in Fig. 7. The throughput is the summation of the number of requests processed by each of the backend servers. Our scheme performs considerably
better than the LARD system with an improvement of 10% to 45%. The improvement in both LARD and PRORD over WRR is due to the reduced disk accesses or the improved hit rates in the memory of the backend servers. Generally, about 30% of the website’s data can be accommodated in the backend servers’ memory at any given point of time. This assumption yield 85% hit rates with LARD and 10% boost with our scheme.

To prove that our system has a better locality than LARD, we run simulations varying the amount of data that can be accommodated in backend servers’ memory. Also, we varied the amount of website’s data that can be accommodated in the backend servers’ memory and recorded the throughput. This is illustrated in Fig. 8. This illustration shows that PRORD is more consistent in preserving the locality of the files than LARD. This comparison has been necessary to portray the efficiency of PRORD. The scenarios depicted here can be a possibility with large websites with large data contents.

PRORD consists of the enhancements outlined in section 4 which improve the locality of the web pages and files in the memory of the backend servers. To identify the individual improvements provided by each of the enhancement, we ran the simulations by turning ON/OFF these enhancements. Fig. 9 illustrates the throughput comparison of each of the enhancement schemes. LARD-bundle denotes the bundle-based distribution scheme. LARD-distribution stands for the improvement achieved through the dynamic distribution of the files on the backend servers’ memory based on their popularity. Finally, LARD-prefetch-nav indicates the enhancement achieved through proactive pre-fetching in the backend servers’ memory through web log mining. It can be seen that pre-fetching complemented by web log mining provides the best improvement clearly outperforming the other schemes by 100%. Also, PRORD is the combination of these schemes and performs better as the schemes are complementary among themselves.

6. CONCLUSIONS

As the use of cluster systems increases, improving performance has been a critical issue. In this paper, we proposed a proactive request distribution scheme, called PRORD, compared it with three other policies including WRR, LARD and Ext-LARD-PHTTP, and showed which policy provides best results in terms of efficiency such as throughput and frequency of dispatches. WRR has a good load balancing capability, but its locality is so poor that it increases miss rates. In order to reduce the miss rates and improve secondary storage scalability, LARD can be used.

However, for large websites with immensely huge datasets, where caching considerable website contents
becomes impossible, the performance of LARD degrades. Thus, we propose PRORD that employs ‘PROactive’ locality-based request distribution which is complemented by prefetching at the back-end servers. Such dynamic reconfiguration of the mining usage data in the web server’s cache becomes a significant factor for the contribution of the performance of the system. The simulation results with original website logs indicate that our system provides considerable improvement in the performance of the system (10-45%). We are planning to explore the possibility of providing support for dynamic contents.
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