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ABSTRACT

This paper addresses the problem of doubletalk detector 

calibration for acoustic echo cancellers in hands-free 

environments such as videoconferencing.  A statistical 

model of a recently proposed doubletalk detector is used to 

show that optimal detection thresholds are dependent on the 

input signal and the adaptive filter error.  A signal-adaptive 

algorithm is proposed for calculating an optimal threshold 

for arbitrary input signals and echo path environments.  

Simulation results verify the improvement in detection 

probability offered by the proposed algorithm compared to 

simple empirical calibration methods. 

1. INTRODUCTION 

Acoustic echo cancellation is a vital component of full-

duplex videoconferencing systems.  In such environments, 

undesirable acoustic echoes arise from direct-path coupling 

between the loudspeaker and microphone, and from 

reverberation within the room itself [1].  A block diagram of 

an acoustic echo canceller in a typical videoconferencing 

system is shown in Figure 1.  In this configuration the 

adaptive echo canceller tracks the echo path system by 

modeling it as a linear system, and uses this model to cancel 

echo from the microphone signal [2].  In practice, a 

doubletalk detector is required to sense the presence of near-

end speech in the microphone signal.  The resulting 

doubletalk decision is used as a control mechanism to halt 

adaptation for the duration of the disturbance.  If adaptation 

is not halted during doubletalk periods, most adaptation 

algorithms will diverge after only a few samples. 

A number of doubletalk detection algorithms exist in the 

literature, several of which are reviewed and compared in 

[3].  Recently a doubletalk detector was proposed based on 

the normalized cross-correlation between the input and 

reference signals [4].  Simulations of the algorithm showed 

a higher detection probability than previous algorithms 

while maintaining a low complexity.  However, a common 

problem among such algorithms is that of choosing optimal 
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Figure 1 – Block diagram of a typical acoustic echo canceller in 

the context of a videoconferencing system. 

calibration parameters suitable for arbitrary acoustic 

environments.  In this paper the problem of doubletalk 

detector calibration for the algorithm in [4] is addressed.  A 

review of the doubletalk detector is presented in Section 2, 

and in Section 3 an online signal-adaptive calibration 

algorithm is derived.  Simulation results with speech input 

and doubletalk signals are presented in Section 4. 

2. DOUBLETALK DETECTION 

2.1. Echo Canceller Structure and Conventions 

A block diagram of a typical acoustic echo canceller and 

doubletalk detector is shown in Figure 1.  The far-end input 

signal x(n) is played over the loudspeaker at the near end, 

and an undesirable echo of the input signal, y(n), is picked 

up by the microphone.  The echo path consisting of the 

loudspeaker, room, and microphone is modeled as a linear 

system with an impulse response of length N samples.  The 

microphone signal d(n) consists of the echo signal, near-end 

speech v(n), and background noise η(n) as follows: 

)()()( nhnxny
T=  (1) 

)()()()( nnvnynd η++=  (2) 

where x(n) = [x(n) x(n–1) ⋅⋅⋅ x(n–N+1)]T and h(n) = [h0(n)

h1(n) ⋅⋅⋅ hN–1(n)]T is the time-varying impulse response 
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vector at time n.  Assuming a linear echo path impulse 

response, the adaptive echo canceller models and tracks the 

echo path as a finite impulse response (FIR) of length M ≤
N samples.  The echo canceller output e(n) is obtained from: 

)()()()()(ˆ)()()( nnvnhnxnhnxndne
TT η++∆=−=  (3) 

where T
N nhnhnhnh ])(ˆ)(ˆ)(ˆ[)(ˆ 110 −=  is the adaptive 

filter coefficient vector at time n and ∆h(n) is the 

corresponding error vector.  For simplicity it is assumed that 

M = N and the adaptive filter coefficients are updated using 

an algorithm such as normalized LMS [5]. 

2.2. Cross-Correlation-Based Doubletalk Detection 

In this section the normalized cross-correlation-based 

doubletalk detector of [4] is briefly reviewed.  Assume that 

the echo path is stationary and there is no doubletalk.  For a 

stationary input signal and room impulse response, the 

expected variance of (1) can be written in terms of the N × 1 

impulse response vector h and Rxx, the N × N autocorrelation 

matrix of the input signal: 

hRhndE xx
T

d == )}({ 22σ  (4) 

Assuming that the echo signal y(n), near-end speech v(n),

and background noise η(n) are uncorrelated, the N × 1 

cross-correlation vector rxd between the input and 

microphone signals can be written in a similar manner: 

hRndnxEr xxxd == )}()({  (5) 

Solving for h in (5) and substituting the result in (4) yields 

the expected microphone signal variance in terms of the 

autocorrelation matrix and cross-correlation vector: 

xdxx
T
xdd rRr

12 −=σ  (6) 

A normalized doubletalk detection variable ξ is obtained by 

dividing the actual microphone signal variance into (6) and 

taking the square root of the result: 

21
dxdxx

T
xd rRr σξ −=  (7) 

In the absence of doubletalk the numerator and denominator 

terms are equal and ξ = 1.  When doubletalk is present, the 

actual microphone signal variance will be larger and ξ < 1. 

In practice the input and near-end speech signals are 

time-varying, so the parameters used to calculate (7) must 

be estimated and tracked.  Note that a direct implementation 

requires constructing and updating an estimate of the 

autocorrelation matrix and its inverse.  This is infeasible for 

long impulse responses typical of acoustic environments 

(upwards of 250 ms).  One solution is to use the adaptive 

filter coefficients, assuming they have converged to a 

certain degree.  In addition, the cross-correlation vector of 

(5) and the microphone signal variance may be estimated by 

averaging over a window of K samples.  In particular: 

)(ˆ
1

nhhrR xdxx ≈=−
 (8) 
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Substituting (8) – (10) into (7) results in the estimated 

doubletalk detection variable at time n:

)(ˆ)(ˆ)(ˆ)( 2 nnhnrn d
T
xd σξ =  (11) 

3. DOUBLETALK DETECTOR CALIBRATION 

3.1. Optimal Doubletalk Detection Threshold 

Doubletalk detection is typically viewed as a statistical 

test with the hypotheses H0 and H1 that doubletalk is and is 

not present, respectively.  The estimated parameters of (11) 

are noisy, so ξ(n) is a random variable with a probability 

distribution function (PDF) ideally centered at unity in the 

absence of doubletalk.  Therefore, a doubletalk decision can 

be made by comparing ξ(n) to a threshold T:

10 )()( HTnHTn >< ξξ  (12) 

An important question is how to select an appropriate 

detection threshold in practice.  Too low or too high a 

threshold will increase either the probability of miss (Type I 

error) or the probability of false alarm (Type II error), 

respectively.  If the near-end speech characteristics are not 

known, one approach is to choose T based on a given 

probability of false alarm PF in the absence of doubletalk: 

FPHTnP =< )|)(( 1ξ  (13) 

3.2. Noise and Bias Compensation 

In practice, the echo path impulse response h(n) is at 

least slowly time-varying, introducing error into the 

adaptive filter coefficient vector of (8).  In addition, the 

presence of continuous background noise in the 

environment will increase the actual microphone signal 

variance of (10) [6].  The resulting bias in the numerator of 

(11) due to the adaptive filter error can be written in terms 

of the cross-correlation vector between the input and error 

signals x(n) and e(n), and the residual echo signal variance: 
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)()(ˆ)()()( 2 nnhnrnhnr
T
xe

T
xd δσ+=∆  (14) 

In the absence of doubletalk, the terms of (14) can be 

estimated using the error signal e(n) over a window of 

samples in a manner similar to (9) and (10).  The terms can 

be used to compensate for the bias in (11): 

−
= −−= 1

0
1 )()()(ˆ
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)(ˆ)](ˆ)(ˆ)(ˆ)(ˆ)(ˆ[)( 22 nnnhnrnhnrn de
T
xe

T
xd σσξ ++=  (17) 

Note that estimating σδ
2 using the error signal also 

compensates for the presence of background noise in the 

microphone signal variance. 

3.2. Online Detection Threshold Calculation 

Equation (13) assumes knowledge of the doubletalk 

detection variable’s conditional PDF in the absence of 

doubletalk.  However, (17) shows that the PDF is typically 

time-varying and dependent on the input signal statistics, 

and as a result an optimal detection threshold constructed 

using (13) would be adaptive as well.  In [3] an empirical 

calibration method is described for selecting a general 

detection threshold by averaging over one or more sets of 

training input signals.  However, in [7] the authors derived a 

statistical model of the cross-correlation-based doubletalk 

detector of [4] by analyzing the parameter estimators of (8) 

– (10) and (15) – (17), and it is employed here. 

Let ∆(n) be the error between the true and estimated bias 

introduced by the adaptive filter error and noise at time n:

)(ˆ)()(ˆ)](ˆ)([)( 22 nnnhnrnrn ee
T

xexe σσ −+−=∆  (18) 

The doubletalk detection variable of (13) can be represented 

as a function of the ratio of (18) to the actual microphone 

signal variance of (10): 

)(ˆ)(1)( 2 nnn dσξ ∆−≈  (19) 

In the absence of doubletalk, the two terms of (19) can be 

modeled as independent Gaussian random processes.  This 

results in a simple expression for the corresponding 

conditional PDF of (13): 

)1(2)|( 2
1 ξξξ −=Ξ ZfHf  (20) 

for ξ > 0, where fZ(z) is the PDF formed by A / B, the ratio 

of two independent Gaussian random variables with means 

µA and µB and variances σA
2 and σB

2, respectively [7]: 
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 (21) 

222)( −− += BA zzA σσ  (22) 

22)( −− += BBAA zzB σµσµ  (23) 

2222 −− += BBAAC σµσµ  (24) 

To characterize the PDF of (20) it is necessary to know 

the first- and second-order statistics of the two terms in (19).  

If it is assumed that the cross-correlation vector terms and 

the residual echo signal are independent, then in general 

∆(n) is approximately Gaussian with zero mean and 

dominated by the error signal variance.  The denominator of 

(19) can be represented as Gaussian with mean and variance 

obtained from the microphone signal variance [7]: 

0)]([ =∆= nEAµ  (25) 

)1()(2)]([ 42 −≈∆= KnnVAR eA σσ  (26) 

)()](ˆ[ 22 nnE ddB σσµ ==  (27) 

)1()(2)](ˆ[ 422 −== KnnVAR ddB σσσ  (28) 

Since the conditional PDF of the doubletalk detection 

variable is specified in terms of measured parameters, an 

adaptive threshold can be constructed using (13) and the 

cumulative density function (CDF) of (20). 

Finally, it should be noted that the onset of doubletalk 

conditions will cause an abrupt increase in the error signal 

variance.  To guard against this, the short-term correlation 

of e(n) is estimated using the technique in [6] and used to 

freeze estimation during potential doubletalk conditions. 

4. SIMULATION RESULTS 

The goal of these experiments was to evaluate the signal-

adaptive doubletalk detector calibration algorithm against 

simpler empirical calibration techniques.  An impulse 

response was obtained from a conference room measuring 

approximately 4 × 6 meters in size, and truncated to a length 

of N = 500 samples.  Five pairs of input and near-end 

speech samples were obtained from the TIMIT continuous 

speech database and downsampled to fs = 8 kHz [8].  

Variability in the echo path impulse response h(n) was 

simulated by modulating each coefficient by a zero-mean 

Gaussian noise process with variance 0.01.  White 

background noise was added to produce a microphone SNR 

of -30 dB, and an estimation window of K = 200 samples 

was used to calculate the doubletalk detector parameters of 

(9), (10), (15), and (16).  At each sample interval n the 

signal-adaptive technique of Section 3 was used to 
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Figure 2 – (a) Speech input signal; (b) Fixed and signal-adaptive 

doubletalk detection thresholds (PF = 0.1). 

determine an optimal doubletalk detection threshold T(n) for 

PF = 0.1.  For comparison, a fixed detection threshold TFIXED

was calculated using the approach in [3] by averaging over 

the set of five speech input signals.  Near-end speech signals 

were added to the microphone signal to simulate doubletalk 

conditions.  The near-end speech power was adjusted 

relative to that of the input signal to attain a desired 

segmental near- to far-end signal power ratio (NFR). 

Figure 2(a) shows a plot of one of the speech input 

signals, and Figure 2(b) shows the corresponding signal-

adaptive doubletalk detection threshold T(n) compared to 

the fixed detection threshold TFIXED.  It is clear from this 

figure that the two thresholds differ considerably, and note 

that in several time intervals the fixed threshold is lower 

than the adaptive threshold.  As a result, one would expect 

the actual false alarm probability to be lower using TFIXED,

which is confirmed by the results in Table I.  One would 

also expect the resulting probability of detection PD to be 

degraded in the presence of low-level doubletalk.  Figure 3 

shows a plot of the probability of detection PD as a function 

of NFR ranging from -20 dB to 0 dB for PF = 0.1, and 

averaged over the five pairs of input and near-end speech 

signals.  From this figure it is clear that for low-to-moderate 

levels of near-end speech, the signal-adaptive detection 

threshold calibration algorithm provides a higher probability 

of detection than the fixed detection threshold. 

5. CONCLUSIONS 

This paper investigated the practical issue of doubletalk 

detector calibration in hands-free environments, and a 

signal-adaptive detection threshold algorithm was devised 

based on statistical analysis. Simulation results comparing 

the adaptive threshold with a fixed threshold revealed an 

improvement in detection probability. 
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Figure 3 – Probability of detection (PD) as a function of NFR for 

fixed and signal-adaptive detection thresholds (PF = 0.1). 

Table I – Average probability of false alarm for five speech input 

signals using fixed detection threshold obtained for PF = 0.1. 

Input 1 2 3 4 5 

PF 0.116 0.084 0.093 0.089 0.087 
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