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ABSTRACT

In this paper, we present a new speaker diarization sys-
tem that improves the accuracy of traditional hierarchical
clustering-based methods with little increase in computa-
tional cost. Our contributions are mainly two fold. First,
we include a preprocessing called “local clustering” before
the hierarchical clustering algorithm to merge very simi-
lar adjacent speech segments. This local clustering aims
to reduce the number of segments to be clustered by the
hierarchical clustering, so as to dramatically increase the
processing speed. Second, we perform a postprocessing
called “cross EM refinement” to purify the clusters gener-
ated by the hierarchical clustering. This algorithm is based
on the idea of cross validation and EM algorithm. Our ex-
perimental evaluations show that the proposed cross EM re-
finement approach reduces the speaker diarization error by
up to 56%, with an average reduction of 22% compared to
the traditional hierarchical clustering method.

Keywords: Cross EM Refinement, Hierarchical Clus-
tering, BIC, Speaker Diarization

1. INTRODUCTION

Speaker diarization (also called speaker segmentation) is
the task of segmenting a multi-speaker audio document
into homogeneous parts and then clustering the resulting
parts into groups which each contains only the voice of a
single speaker. With the explosive growth of audio doc-
uments both on the Internet and in corporate information
archives, speaker diarization techniques have been receiv-
ing more and more attentions because they are valuable en-
abling tools for developing various advanced audio access
and playback functionalities. To promote research in this
area, NIST has initiated the speaker diarization contest 1

since 2002, and the number of participants for the contest
has been increasing steadily each year.

Given an unknown audio document, generally there is
no prior knowledge available on the number nor the pro-
files of the speakers within the document. Therefore, we
must employ unsupervised clustering techniques to detect

1http://www.nist.gov/speech/tests/rt/rt2006/spring/

the number of speakers, and to segment/cluster different
speakers appropriately.

There is a large volume of literature on speaker diariza-
tion research. Most methods use a mixture of Gaussians
to model audio segments, and use the hierarchical clus-
tering method along with certain model selection metrics
(e.g. BIC) to group the audio segments into an appropriate
number of clusters [1, 2]. In [3] Moraru, et al. investi-
gated two possibilities for combining their previous LIA
and CLIPS systems, first using an hybridization strategy
and then merging the proposed segmentations. Tranter and
Reynolds also presented a hybrid system developed to al-
low the benefits of their CUED and MIT-LL systems to be
exploited in a single system [4]. Jin and Schultz used a
tied GMM for both segmentation and clustering, which is
also adopted as part of our speaker diarization system due
to its accuracy and speed [5]. Auguera, et al. introduced a
“purification” module that tries to keep the clusters acous-
tically homogeneous throughout the hierarchical clustering
process [6]. This approach shares the same goal as our cross
EM refinement, but takes a different approach from ours.

In this paper, we present a new speaker diarization sys-
tem that improves the accuracy of traditional hierarchical
clustering-based methods with little increase in computa-
tional cost. Our contributions are mainly two fold. First,
to reduce the number of segments to be clustered by the
hierarchical clustering algorithm, so as to dramatically in-
crease the processing speed, we conduct a preprocessing
called “local clustering” to merge very similar adjacent seg-
ments. This local clustering is based on the observation that
it is highly probable that adjacent segments belong to the
same speaker, or the same type of audio sound. Second,
which is more important, to further purify the hierarchical
clustering result, we perform a postprocessing called “cross
EM refinement” that is based on the idea of cross valida-
tion and EM algorithm. Our experimental evaluations show
that the proposed cross EM refinement approach reduces
the speaker diarization error by up to 56%, with an average
reduction of 22% compared to the traditional hierarchical
clustering method.

The rest of the paper is organized as follows. Section
2 provides the overview of our speaker diarization system.
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Section 3 describes the proposed cross EM refinement al-
gorithm in detail. Section 4 presents the experimental eval-
uations, and section 5 concludes the paper.

2. SPEAKER DIARIZATION SYSTEM OVERVIEW

Our speaker diarization system consists of the following
major steps:

1. Silence detection to detect and remove the silent seg-
ments whose time length is above the predefined
threshold.

2. Feature extraction to compute the 20 mel-frequency
cepstral coefficients (MFCC), whereby to form the
feature vector for each non-silent audio segment.

3. GMM construction to train a Gaussian mixture model
on the entire set of non-silent audio segments, and
then obtain the GMM coefficients for each non-silent
audio segment using the EM algorithm.

4. Segmentation of each non-silent audio segment into
homogenous segments based on the Baysian Infor-
mation Criteria (BIC). This segmentation algorithm
intends to yield the set of homogenous segments
which maximizes the BIC metric.

5. Speech segment detection to detect the audio seg-
ments that contain human speech only. This is
achieved by a binary classifier able to classify each
audio segment into either the speech or non-speech
class. The resulting speech segments are used as in-
put to the subsequent clustering operations.

6. Local clustering to merge similar adjacent speech
segments based on the BIC metric. This local clus-
tering is based on the observation that it is highly
probable that adjacent segments belong to the same
speaker, or the same type of audio sound.

7. Hierarchical clustering to group the speech segments
into the number of clusters that maximize the BIC
metric. This operation is similar to the approach de-
scribed in [5].

8. Cross EM refinement to refine the hierarchical clus-
tering result. This is based on the idea of cross vali-
dation and EM algorithm (See Section 3 for detailed
descriptions).

In the entire speaker diarization process, the GMM and
BIC have been utilized in every segmentation and clustering
step (i.e., the step 4, 6, and 7) to determine whether audio
segments should be merged or split, and when the segmen-
tation/clustering processes should be terminated. In fact
the decision making problem on whether segments should
be merged or split can be modelled as the model selection
problem, and BIC has been widely used as a model selec-
tion criterion. Let D = {Xi : i = 1, ..., N} be the data set

to be clustered. The BIC defines the quality of model M to
represent data set D as follows:

BIC(M) = log L(D, M) − λ

2
ρ(M) log(N) (1)

where L(D, M) is the maximum likelihood of the data set
D with the model M , ρ(M) is the number of free param-
eters in the model M , and λ is the penalty of the model
complexity. Theoretically λ is 1 but in practice it should be
tuned due to the imperfectness of the model.

Let M0 be the model that considers the data set D as
one cluster, and M1 be the alternative model that consid-
ers D as being formed by two clusters. Using the BIC, the
choice between M0 and M1 becomes as simple as comput-
ing BIC(M0) and BIC(M1), and selecting the one with a
larger BIC value.

In step 6 of the above operations, the local clustering
is introduced before the hierarchical clustering to reduce
the computational cost. The time complexity of the hierar-
chical clustering algorithm is proportional to O(n2 log n),
where n is the number of total audio segments to be clus-
tered. This operation is very computationally expensive
when n is large. In contrast, as the local clustering consid-
ers only adjacent audio segments for possible merges, its
time complexity is O(n), which is a huge saving compared
to O(n2 log n). By performing the local clustering opera-
tion on the audio segments, we aim to remarkably reduce
the number of segments to be processed by the hierarchical
clustering. Our experimental evaluations have shown that
the number of audio segments will be reduced by nearly
66% after the local clustering, and therefore, the total time
complexity decreases to O(n)+O((n/3)2 log(n/3)), about
1/9 of the original complexity, compared to the operation
using the hierarchical clustering only.

As described above, both the local and hierarchical
clustering use the BIC metric to determine whether to
merge two segments or not. In our implementation, a very
small λ in Eq.(1) is used for local clustering (1.5 compared
to 5.0 for hierarchical clustering). Because small λ favors
splitting, this is to ensure that there is no or very little over-
clustering at this step.

3. CROSS EM REFINEMENT

The local and hierarchical clustering algorithms generate
speaker diarization results which still have large rooms for
improvement due to the following reasons. First, the hier-
archical clustering uses a greedy search for grouping audio
segments, which generates only suboptimal solutions [1].
Second, BIC itself involves approximations which cause
errors, especially when the audio segments are very short
(less than 3 seconds). Third, the local clustering algorithm
may induce some errors as well.

We introduce the “cross EM refinement” algorithm to
refine the hierarchical clustering results. We start with the
clusters generated by the hierarchical clustering algorithm,
and train a GMM Θk for each cluster k using the EM al-
gorithm. The obtained GMMs Θk, k = 1, 2, . . . , K are
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applied to the entire data set D to generate a new clustering
result (E-step). The new clustering result is then used to up-
date each GMM Θk (M-step). This EM process is repeated
until the clustering result converges. Note that our cross
EM refinement algorithm involves two EM processes: one
is the EM process that iteratively purifies the clustering re-
sult (we call it outer EM), the other is the EM process used
by the M-step of the outer EM to update the GMM Θk for
each cluster k (we call it inner EM).

The outer EM process can be more accurately described
as follows. At the E-step, the expected value of the con-
ditional probability P̂ (k|Xi), the probability that the au-
dio segment Xi belongs to the cluster k, is computed for
each k and Xi, and the cluster label Υ(Xi) of each seg-
ment Xi ∈ D is computed using the equation Υ(Xi) =
argmaxk P̂ (k|Xi). This E-step results in a new clustering
result Dnew

k = {Xi|Υ(Xi) = k}. At the M-step, GMM
Θk for each cluster k is updated using the clustering result
Dnew

k , k = 1, 2, . . . , K , from the E-step. Again, the EM
algorithm is used to update the GMM parameters including
the mean, covariance matrix of each Gaussian component,
as well as the Gaussian mixture coefficients. These two
steps are iterated until convergence.

To prevent the GMM from overfitting during the EM
iterations, we randomly and equally divide each cluster
Dk into two groups D(1)

k and D(2)
k . In the M-step, one

group is chosen for training the GMM, and in the E-step,
only the speech segments in the other group are updated
on their cluster labels. In the next E- and M-step, the two
groups are switched for the training and re-labelling pur-
poses. Because the division of each cluster into two groups,
and switching between the two groups for training and re-
labelling are similar to the idea of cross validation in some
sense, we call this algorithm “cross EM refinement”.

In summary, our cross EM refinement algorithm con-
sists of the following main steps:

1. Take the clusters Dk, k = 1, 2, . . . , K , generated by
the hierarchical clustering, randomly and equally di-
vide each cluster Dk into two groups D(1)

k , D(2)
k , and

set D(2) = D(2)
1 ∪ · · · ∪ D(2)

K .

2. M-step: For each cluster Dk, use D(1)
k to train the

GMM Θk using the EM algorithm (inner EM).

3. E-step: For each segment Xi ∈ D(2), compute

P̂ (k|Xi) = P (Xi|Θk), k = 1, ..., K (2)

Υ(Xi) = argmax
k

P̂ (k|Xi) (3)

For each cluster Dk, update the group D(2)
k as fol-

lows:

D(2)
k = {Xi|Xi ∈ D(2), Υ(Xi) = k}. (4)

4. For each cluster Dk, switch between the two groups
D(1)

k and D(2)
k .

5. If the clustering result converges, terminate the pro-
cess; otherwise, go to Step 2.

In the above cross EM refinement process, training
GMM in the M-step is very time consuming, especially
for high-dimensional and large data sets such as audio seg-
ments in our case. Fortunately, in each iteration of the
GMM training, the GMM parameters can be initialized by
the result either from the hierarchical clustering or from
the previous iteration. Started from these initial values, the
GMM training process converges very quickly (less than
5 iterations in our experiments). Furthermore, the entire
EM refinement process also converges very fast (≤ 3 it-
erations) when the hierarchical clustering generates a rea-
sonable result. Therefore, our cross EM refinement algo-
rithm improves the speaker diarization accuracy with little
increase in computational cost.

4. EXPERIMENTS

The test data we used in our experiments are audio records
of Japanese Parliament Panel Discussions. There are nine
such audio records with the lengths ranging from 20 to 45
minutes (See Table 1, columns 1 ∼ 3). All the nine audio
files were labelled by human annotators to form the ground
truth for performance evaluations. Each audio segment can
take one of the following three labels: silence, non-speech,
and speech with a unique speaker ID. Only one audio file
was used for tuning the parameters of our speaker diariza-
tion system.

We use the following “diarization error” defined by the
NIST Rich Transcription Evaluation [7] as our evaluation
criterion:

derr =
Tfalarm + Tmiss + Twrong

Tref
(5)

where Tfalarm is the total length of the non-speech seg-
ments that were classified as speech, Tmiss is the total
length of the speech segments that were classified as ei-
ther non-speech or silence, Twrong is the total length of the
speech segments that were correctly classified as speech,
but clustered into wrong speaker groups, and Tref is the
total length of all speech segments in the ground truth. In
addition to derr, we also introduce the following purity
metric:

purity =
pure time

total system speaker time
(6)

For each speaker identified by the system, we find a refer-
ence speaker from the ground truth that shares the longest
time with the system speaker. The pure time is the sum of
all these shared times. The purity metric is useful for the
applications which care less about over-segmentation (i.e.,
one speaker may be separated into multiple clusters) but
more about the “cleanliness” of each cluster.

Table 1 (columns 4 ∼ 7) shows the performances of our
speaker diarization system on the nine Japanese Parliament
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Table 1. Speaker Diarization Error and Purity with and without the cross EM refinement.

File Information Without EM Refinement With EM Refinement
file length (sec.) #spkrs error (%) purity (%) error (%) purity (%)

1 2366 8 20.59 84.66 14.37 88.00
2 2201 7 6.43 90.21 6.18 90.51
3 1878 7 6.35 90.26 5.10 91.07
4 1475 8 4.86 91.42 5.73 90.61
5 2457 9 6.90 90.85 4.90 91.75
6 1876 9 13.94 91.48 6.86 91.03
7 1938 11 7.22 90.16 6.45 90.95
8 1260 6 3.07 93.30 3.19 93.20
9 2699 11 29.43 84.72 26.27 84.51

avg. 2017 8.4 10.98 89.67 8.78 90.18

audio records. To reveal the effectiveness of our EM re-
finement algorithm, we have also implemented the speaker
diarization system without the EM refinement process, and
tested it using the same test data set. This implementation is
equivalent to the current state-of-the-art speech diarization
approaches [5], and serves as the baseline for performance
comparisons. The performance scores of the two systems
are displayed shoulder by shoulder in the table.

The average derr and purity are 8.78% and 90.18% re-
spectively for our speech diarization system with the cross
EM refinement. Compared with the average performances
of 10.98% and 89.67% for the baseline system, our system
achieves a relative improvement of 21.6% for derr and 1%
for purity. The average improvements are not very salient
because the results of some audio records (e.g. audio 2, 3,
4 and 8) are already quite good even without the EM refine-
ment. However, for those audio records that the baseline
system cannot handle well (i.e. audio 1, 6 and 9), the rel-
ative improvement is as much as 56% for derr and 2% for
purity.

It is worthwhile to note that the performances are rela-
tively low on audio records 1, 6 and 9 compared to others.
The reasons include: (1) the clusters of these audio records
are very unbalanced, with the largest cluster being as long
as 547.53 seconds while the smallest one as short as 18.83
seconds; and (2) there are much more arguments in these
audio records, which usually contain stronger background
noises and more mixture of speeches. It is obvious from the
evaluations that our speaker diarization system handles this
kind of complex audio records better than traditional hier-
archical clustering-based approaches, with the reduction on
derr by up to 56%.

5. CONCLUSIONS

This paper presents a new approach that improves the
performance of the traditional hierarchical clustering in
speaker diarization while it requires little extra computa-
tional cost. The new approach includes a preprocessing be-
fore hierarchical clustering and a postprocessing after that.
The preprocessing called “Local Clustering” is performed
to merge the very similar temporally adjacent speech seg-

ments, so that the number of segments fed to hierarchical
clustering, and in turn the computational cost, is highly re-
duced. The postprocessing called “cross EM refinement”
is used to purify the clusters generated by the hierarchical
clustering. Intensive experiments show the effectiveness of
our approach.
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