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ABSTRACT

In this paper a new approach for face clustering is developed. Mutual
information and joint entropy are exploited in order to create a metric
for the clustering process. The way the joint entropy and the mutual
information are calculated gives some interesting properties to the
aforementioned metric, which guarantees some robustness against
standard noisy transformation such as scaling, cropping and pose
changes. A slight preprocessing of the input face images is done in
order to undertake problems that arise from detector’s known errors.

1. INTRODUCTION

Face clustering is a very important application for movie’s seman-
tic extraction. It can contribute in many ways, like determining the
primordial actors or the creation of databases’ references or dialog
detection and many others. Until now some interesting algorithms
have been proposed in [1]-[3], but most of them are based in cali-
brated face images from news or face recognition databases like [1].
In [4], a more close to our approach algorithm is proposed, which
proposes a solution for the same problem as the one we are trying
to solve. It is based on a preprocessing of the input face images and
then it uses kernel PCA methods in order to extract features and clas-
sifies the processed images. Our approach limits the preprocessing
phase and exploits the capabilities of joint entropy and mutual in-
formation in order to classify face images exported from a Haar like
features detector like the one proposed in [5].

Mutual information (MI) is a novel and useful tool in order to
find similarities between information. More concretely, MI is de-
fined as the information that is shared between two distributions.
Until now, MI is much exploited in bioinformatics application and
serves many purposes in that field from DNA sequences categoriza-
tion [6] to classification of proteins [7]. In image processing MI is
used, in many reprise, in image registration for medical images [7]
and gives relatively good results. In this paper we will investigate
the possibility of using this tool for classification of face images in a
more realistic content such as movies, where difficulties arise from
the fast variations of illumination, scale, pose etc.

The remainder of this paper is organized as follows : in Sec-
tion 2 a mathematical presentation of the mutual information and its
normalized version are presented and the way that we are using it
in our approach. In Section 3 the detection process and the fuzzy
c-means clustering algorithm is presented, as well as how we define
the clustering objects. In Section 4 we demonstrate results for a real
movie case. Finally in Section 5 further work and conclusions are
discussed.

2. MUTUAL INFORMATION FOR FACE CLUSTERING

Mutual information is defined as the information shared between two
distribution. Let X and Y be two distributions. We define the joint
entropy as:

H(X, Y ) = −
∑

(p(x, y) log(p(x, y))) (1)

where p(x, y) the normalized (summed to one) probability density
function of the common information of distribution X and Y . In the
same way, we define the Shannon’s entropy for X and Y as :

H(X) = −
∑

(p(x)) log(p(x)) (2)

H(Y ) = −
∑

(p(y)) log(p(y)) (3)

Therefore we can define the mutual information as:

I(X; Y ) = H(X) + H(Y ) − H(X, Y ) (4)

where this give use the final equation of mutual information:

I(X; Y ) =
∑

x

∑
y

p(x, y) log
p(x, y)

p(x)p(y)
(5)

I(X; Y ) is a quantity that measures the mutual dependence of two
random variables. If we use a logarithm with base 2, then the mea-
sure is in bit. This quantity needs to be somehow normalized in order
to create a uniform metric between different images and therefor be
used as a similarity measure. For this reason, we use the normalized
MI, which is defined as the quotient of the sum of two entropies with
the joint entropy of those two distribution.

NMI(X; Y ) =
H(X) + H(Y )

H(X, Y )
(6)

Is is also useful to notice that:

NMI(X; Y ) =
H(X) + H(Y )

H(X, Y )
(7)

NMI(Y ; X) =
H(X) + H(Y )

H(Y, X)
(8)

But as we know from (1) :

H(X, Y ) = H(Y, X) (9)

So,
NMI(X; Y ) = NMI(Y ; X) (10)
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A very detailed explanation of how this normalizes the mutual infor-
mation can be found in [8].

In our approach we use the intensity images and we define for
every image the distribution density function as the histogram of the
intensities of that image summed to one. In order to calculate the
joint entropy between the two images we construct a 2D histogram
of 256 bins which take in account the relative positions of intensities
so that similarity occurs between two images, when same intensities
are located in same spacial locations. Less literarily, the 2D joint
histogram is calculated as follow: Let A and B be the first and the
second image respectively of size N1 × N2 . And i, j ∈ [0, 255]
then:

Hist(i, j) = |{(k, l) ∈ N1 × N2 | A(k, l) = i and B(k, l) = j}|
(11)

where | · | denotes the cardinality of a set.
By defining the joint histogram that way, we have to admit that

in order to calculate it, images have to be of same size.This means
that one has to resize one image to the other’s dimensions. In our
approach, and in order to equalize big scaling interpolation issues,
we define a mean bounding box which is calculated from all bound-
ing boxes that the face detector provides to us. This approach shows
better results than if we scale every pair of images forward the bigger
or the smaller of them. So every image is scaled towards this mean
bounding box before the mutual information calculation.

Another issue is the fact of anisotropic scaling. Detector’s re-
sults are bounding boxes where typically width and height are not
equal. In order to scale forward a mean bounding box problems
arise when the two dimensions are not equal. To override this, we
calculate the bigger dimension of the bounding box and then we are
taking the square box that equals this dimension centered to the orig-
inal’s bounding box center. Less literally, let B = {x1, y1, x2, y2}
be a bounding box. We define the width as x2 − x1 and the height
as y2 − y1. From the two dimensions we take the bigger one and
stretch the other at that size. The resulting bounding box for B for
width bigger than height (resp. height bigger than width ), will be:

Bnew = {x1, y1 − k, x2, y2 + k} (12)

(resp. Bnew = {x1 + k, y1, x2 − k, y2})

where k equals (x2−x1)−(y2−y1)
2

.
We have noticed that problems arise from scaling issues that in-

volves detectors inaccuracy. This means that if the face is not cor-
rectly detected and the face image contains a big amount of the back-
ground then scaling is mismatching the two face images and results
are inaccurate. In order to override this bottleneck, another process-
ing step is made, which is inspired from registration algorithms and
aim in maximizing the accuracy of our results.

Once we have put the detector’s outputs in the same scale we
calculate the NMI for different frames of the target face image. We
vary the bounding box’s width and height from 80% to 120% of the
initial mean bounding box, with a step of 5%. The aforementioned
values are calculated experimentally. In this way, we are trying to
eliminate scaling problems due to detector’s errors. In figure 1 one
can see two images which show the aforementioned case. Finally, we
take the maximum of the calculated NMIs between the two images.

As mentioned before, the movies’ context is dominated from
several difficulties in order to extract content information. The way
our approach is using the mutual information is undertaking those
problems. By using the scale variance within the detectors results
and the point-to-point approach of the joint entropy we have suc-
ceeded to provide good results in a very complicated task. In [4]

Fig. 1. In this image one can see that images are of different scales
but faces are practically of same size .

the problem is tackled based on a preprocessing of the image. Our
approach is trying to avoid the preprocess and goes deeper in the
mutual information properties to that end.

2.1. Mutual Information Vectors

Our algorithm consists of creating a vector of MIs for every image.
The dimension of that vector is equal to the size of the face detection
results’ data set. For every face image in the results set we calculate
the NMI between this image and any other, and therefore we create
a vector v. All those vectors results in an M ×M matrix (where M

the cardinal of the set of all detections from a video sequence) where
every row i of that matrix will be the NMI of the i-th detection with
all other images.

S(i, j) = NMI(FaceImagei, FaceImagej) (13)

It is obvious that the elements of the diagonal will have value
one, which is the normalized mutual information of a face image
with itself and also the matrix will be symmetric w.r.t the main di-
agonal. The diagonal property of the matrix is a forward effect of
the MI symmetry shown in eq. (10). Those properties are very help-
ful because they drastically intervene in the time complexity of the
algorithm. By using those properties the time complexity is mini-
mized by a multiplicative factor of 0.5 and an additive factor of -M .
In figure 2 one can see the image of a matrix S for a 253 detections
set. In this figure a test of consecutive appearances of two different
actors is shown. One has to notice the square regions that appear in
that image and that way we can understand that same persons appear.
The thin lines that appears are in most cases detectors false results
which are very different from the face pattern.

3. FUZZY C-MEANS CLUSTERING

In order to cluster our results we use the fuzzy c-means algorithm.
This method has been proven that in situation where we have a light
mixture of classes’ elements, it performs better than the simple k-
means algorithm. Other more sophisticated methods for clustering
where abandoned because there where very consuming in time and
did not give better results in this context. Therefore Fuzzy c-means
(FCM) looked like the optimal solution in our case.

In order to use this algorithm we define every row of the afore-
mentioned matrix M as a different vector in an M -dimensional L2-
normed vector space over R. In figure 3 and 4 one can see how those
vectors are formed for two examples of 709-dimensional vectors.
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Fig. 2. Darker regions belongs to the first actor and clearer ones to
the second actor. The video sequence has four consecutive shots in
the order FA-FA-SA-SA where FA and SA first and second actor
respectively.

Therefore, we use the Euclidian distance to calculate distances
between the vectors

dist(vi,vj) =

√√√√ M∑
k=1

(vik
− vjk

)2 (14)

and by those means to calculate a predefined number of clusters’
centers. A detailed implementation of the FCM algorithm can be
found in [9].

We have seen that initialization has a significant role for FCM.
So in order to provide better results the first centers are manually
selected in a way that faces that corresponds in different actors con-
stitutes a different initial center. A random selection of initial centers
vary the results of a factor of 0.5% of false classification.

For our detection method we have chosen a detector based in
Haar-like features [5] which we boost with a color optimization and
also an ellipsis fitting algorithms in order to tune up its results. Errors
from the detection process are count in the evaluation of the face
clustering algorithm.

4. EXPERIMENT SCENARIO AND RESULTS

In order to test our algorithm we have conducted the following ex-
periment. From a movie called the ”Two weeks notice” we have
extracted a set of 709 detections from 2000 frames. The frames that
we have used are 6500 to 8500 in a 23 fps version of that film. First
we execute the detection algorithm in every frame and then we have
used the detector’s results in order to evaluate our algorithm. In the
detector’s results set we have two main actors and some wrong de-
tections as well. We consider two cases of results: one where detec-
tor’s faults belongs to the set and another where we have manually
removed false detections.

0 100 200 300 400 500 600 700 800
0.5

0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1
Two NMI Vectors

Fig. 3. Two vectors which belong to different clusters from an exper-
iment of 709 detections. The picks at 128 and 622 define the mutual
information of the images with themselves.
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Fig. 4. Two vectors which belong to the same cluster from an exper-
iment of 709 detections. The picks at 120 and 660 define the mutual
information of the images with themselves.

1015



Cluster 1 Cluster 2 Wrong Detections
Cluster 1 260 40 18
Cluster 2 7 346 38

Table 1. In this scenario we achieve an average of 85.4% of correct
classifications and a 6.6% of uncorrect. An error of 7.9% is intro-
duced from the detector.

Cluster 1 Cluster 2
Cluster 1 260 39
Cluster 2 8 355

Table 2. In this scenario we achieve an average of 93% of correct
classifications and a 7% of uncorrect. Detectors faults are manually
removed. Notice the correction in cluster 2 from 346 to 355 after we
have remove the detector’s faults.

The frames where selected so that light conditions and actor’s
poses vary within the scene. In the detector’s results set we end up
with a variety of face images in many poses and light conditions.
With this approach we ensure the robustness of our algorithm in
those kind of attacks. In order to calculate the percentages of good
and bad classifications we use the following procedure: We calculate
all the good and bad classifications in all the clusters and then we di-
vide this number with the number of detections from the detector’s
output set. In other words, let suppose that we have Ni good and
Li bad classifications for cluster i. Then if M is the cardinal of the
detector’s output the percentage of good classifications is

∑
i
Ni

M
· 100%

, while the percentage of the bad ones is
∑

i
Li

M
· 100%

Finally, and for the first case only, the calculation of the percentage
of wrong detections, follows the same principal. In table 1 and 2 one
can see the results for the two cases respectively.

It is important to notice that the remove operation is applied
before the whole clustering operation, and that way, some correc-
tion of the results is happening because data are more uniform. In
other word the cluster centers are not substituted in changes because
of wrong detections where this can introduce wrong calculation of
them.

5. CONCLUSIONS AND FUTURE WORK

We have developed a method for clustering face images within a very
complex context such as movies. Results, as shown before, are rather
promising for this difficult task if one considers the big variations
that arise, w.r.t. light conditions, pose changes, emotions changes
etc. in such a context. As face clustering has a lot of application in
multimedia development, image processing and content based image
retrieval applications (CBIR) we will investigate this problem further
and we will concentrate our effort in integrating information from
trackers in order to boost results in the classification process. Tracker
will provide us with arrays of image faces, which belong to the same
person and that way we will have to calculate the mutual information
between groups of face images which will correct errors for some
cases of no frontal faces for instance.

The proposed method is a novel approach of the use that one can
make of the mutual information in image analysis, and give good
results in a hard task like the one we are solving. Exploration of
the joint entropy and the mutual information on image data is shown
to be a very good similarity criterion which can help in many other
image processing application as well.

On the other hand, with our approach we minimize time com-
plexity because of less preprocessing on the face images. This is
an advantage for applications who needs fast clustering process, like
interactive TV applications.
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