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ABSTRACT

This paper presents a novel algorithm of a scalable and 

efficient Pseudo-Quadrature Mirror Filters (PQMF), which 

is employed for partial decoding a single-layer audio 

bitstream such as MP3, typically coded in joint/MS mode. 

The proposed algorithm is a new extension to our previous 

work on scalable audio decoding and is designed for 

asymmetric partial spectrum reconstruction (APSR), where 

perceptually irrelevant computations are removed. 

Furthermore, an efficient up-sampling operation is 

introduced for right channel output. The slight distortions 

introduced by our simple up-sampling method are inaudible 

according to a set of perceptual evaluations. Simulation 

results show that 64.6% energy savings can be achieved for 

a typical configuration in comparison to the standard PQMF 

algorithm employed by MPEG-1 audio. 

1. INTRODUCTION 

Energy efficiency is a critical design consideration for 

battery-powered mobile devices, such as mobile phones, 

PDAs and audio/video players, due to their limited battery 

capacity. With the rapid growth of multimedia processing 

applications, e.g., audio/video decoders, being executed on 

these platforms, energy efficiency methods optimized for 

these applications are becoming increasingly important. 

Among various ways to reduce energy consumption in 

multimedia processing, an important approach is to reduce 

computational complexity by sacrificing some playback 

quality. In [1] , a video decoder adjusts the resolution of a 

frame to achieve energy savings. The attractiveness of this 

method stems from the fact that we can gain significant 

power savings at the cost of small quality degradation [2]. 

Moreover, in a typical application environment of portable 

devices, such as moving and noisy buses or trains, users are 

more tolerant to output quality degradation or may even not 

perceive it. 

In audio decoding techniques, a fundamental approach to 

reducing computation complexity is partial spectrum 

reconstruction (PSR). Here, only the spectrum of a part of 

the coded subbands is reconstructed, resulting in a low-pass 

version of the original audio. Much work on PSR has been 

reported in the literature. In [3], general principles of PSR 

via digital filter banks are discussed. In [4], the design of 

PSR synthesis filter banks for MPEG audio is presented.

Although the PSR techniques discussed above are 

relevant to our work, we address the problem of reducing 

computational complexity in audio decoding from a 

different perspective. We reduce computational workload 

by applying asymmetric partial spectrum reconstruction 

(APSR) to the joint/MS stereo mode in MPEG audio, where 

fewer side channel subbands than middle channel subbands 

are decoded [2]. APSR exploits the property of joint/MS 

stereo mode, where the middle channel contains the most 

essential information from both left and right channels, and 

the side channel only provides the stereo image. Hence, the 

middle channel is perceptually more significant than the 

side channel even though signals from both the middle and 

side channels require the same computational workload to 

decode. Thus, APSR can effectively reduce the 

computational workload required for side channel signals at 

the cost of slight degradation of the stereo image. According 

to our observation, a large fraction of MP3 audio files on 

the market is coded in joint/MS mode. This justified the 

significance of APSR. 

In typical asymmetric decoding, lower [0, L+M-1] 

subbands of the middle channel and lower [0, L-1] subbands 

of the side channel are used to reconstruct audio samples 

[2]. Processed by the modules preceding the synthesis filter 

bank in the MPEG audio decoder, three blocks of data are 

generated, namely, [0, L-1] subbands of the left and right 

channels, and [L, L+M-1] subbands of the middle channel, 

which form the input of PQMF. Since middle channel data 

provide common high frequency components for both the 

left and right channels, a straightforward way to deal with 

middle channel data is to add them to both the left and right 

channels before performing PQMF [2]. However, this 

method results in a significant amount of redundant and 

irrelevant computation. The main contribution of this paper 

is on how to eliminate the redundant and irrelevant 
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computation while maintaining the same perceptual quality 

of the decoded audio. 

Notations: In the rest of the paper, 
nm

LA  means matrix 

A has m rows and n columns, and it is labeled by L. L

denotes either the left channel or the number of left channel 

subbands involved; the exact meaning can be determined 

from the context. The same applies for M and R. Where 

number of subbands is concerned, R=L holds. The 

superscript T denotes transpose. 

2. CONCEPTUAL FRAMEWORK 

As defined in [5], the PQMF algorithm used in MPEG audio 

is essentially based on cosine-modulated filter banks. 

Concerning the synthesis filterbank which performs PQMF 

at the decoder, the set of filters are derived from a single 

low-pass prototype filter by cosine modulation, which 

yields a series of frequency shifts of the prototype [8]. To 

reduce computational complexity, MPEG audio makes use 

of polyphase decomposition to implement the filterbank. 

Consequently, the synthesis process comprises two 

computationally intensive steps to reconstruct the analyzed 

signal, namely cosine re-modulating and polyphase 

subfiltering. A block diagram of the synthesis process is 

shown in Figure 1 [9]. 
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Figure 1 Structure of synthesis filter bank in MPEG-1 

audio

The structure of the synthesis filter bank allows us to 

interpret the synthesis process in an alternative way which 

provides insights into the proposed APSR algorithm: the 

cosine re-modulation module performs frequency shifting 

operation on input frequency coefficients, and polyphase 

subfilters transfer shifted coefficients of the frequency 

domain into samples of the time domain. In the light of this 

interpretation, M data (high frequency components) are 

distinguishable from L and R data (low frequency 

components) at the output of cosine re-modulation. On the 

other hand, different spectral components are merged after 

polyphase subfiltering, and it is impossible to separate them.

These two facts influence the design of our proposed 

approach.

The key idea of our approach is to eliminate redundant 

computation by enabling the right channel to share 

processed M data of the left channel. That is, the 

dimensions of the input data to the PQMFs of the left and 

right channels are (L+M) and R respectively. As the 

computational complexities of cosine re-modulation and 

polyphase subfiltering are 2(2 )O K and (16 )O K

respectively, where K is the number of subbands involved, 

the computational workload of the synthesis process of the 

right channel is significantly reduced in comparison to the 

original scheme in [2]. 

An important part in the proposed APSR is the 

reconstruction of M data which is removed from the right 

channel for reducing computational workload. One 

possibility is to share the cosine-re-modulated M data before 

polyphase subfiltering as in our earlier scheme [2]. This can 

be easily accomplished as M data are separated from low 

frequency components (L data) at this stage. The polyphase 

subfiltering of the left and right channels can then be 

executed separately, and the reconstructed data of both 

channels are of the same sampling rate. While this scheme 

may be implemented with ease, the redundant computation 

of M data in the step of polyphase subfiltering for the right 

channel is not removed. 

The proposed technique presented in this paper tackles 

above-mentioned problem. Towards this, we postpone the 

sharing of M data till after polyphase subfiltering. The main 

challenge in implementing this scheme lies in the extraction 

of processed M data for the right channel, since the output 

of the left channel contains the sum of converted L and M 

data which are not easily separable. In order to solve this 

problem, we compute first the residue between R and L data 

(R-L), which is used as the input of the right channel to the 

filterbank instead of the original R data. After the polyphase 

subfiltering step, the (R-L) time samples are up-sampled to 

yield the same sampling frequency of the left channel. As 

the final step, the sum of time samples from both PQMFs 

produces the desired right channel samples with high 

frequency coefficients (R+M). 

To facilitate easy sampling rate conversion, we limit the 

subband dimension of (L+M) as a multiple of R. As a result, 

our proposed technique incurs computational workload 

close to that of processing (2L+M) subbands in comparison 

to (2L+2M) in our earlier scheme.

3. IMPLEMENTATION

3.1. Cosine Re-modulation

For the sake of generality, we represent cosine re-

modulation in terms of the number of subbands K as 

follows:
12 KKK XDY (3.1)

The (k,n)-th element of the cosine re-modulation matrix 

D  in (2.1) can be defined as in [6]: 
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where N is the number of prototype filter coefficients, 

subject  to N=K*16+1.

From (3.2), we can then derive the respective cosine re-

modulation matrices Ds for the left and right channels by 

substituting the specified values of K.

According to (3.1), calculation of the left channel is 

represented as (3.3a). By partitioning the matrix D as (3.3b), 

we can obtain the re-modulated coefficients as (3.3c): 
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For right channel input, we make use of (3.4) to re-

modulate it: 

)(2

LR

RR

LR XXDY (3.4)

As we have mentioned, the residue between R and L 

data is calculated, rather than the original R data, which 

facilitates the reconstruction of right channel samples. This 

can be justified as follows: Let )(tf L and )(tfR denote

sample values at instant t of the left and right channels, 

respectively, and P denote the PQMF operation. Thus, we 

have:

M

L

L
X

X
Ptf )(   and 

M

R

R
X

X
Ptf )(         (3.5) 

      Since PQMF is a linear system [9], we have:  

)(tfR  = 

M

L

X

X
P +

0

LR XX
P                (3.6) 

Therefore, the desired right channel samples can be 

obtained from the sum of the residual samples and the left 

channel samples. For convenience, we denote the second 

item in (2.6) as )(tf LR .

By comparing (3.3c) and (3.4), we can see that  
RRD2

is lower in dimension than LD , which implies that 

LRY only provides a low-pass version of )(tf LR .

Moreover, some distortion is introduced into )(tf LR  by 

the additional up-sampling operation (see Section 3.3). 

Thus, our scheme only yields an approximation to )(tfR .

Fortunately, the distortion introduced by the up-sampling is 

inaudible to the human ear under appropriate profiles, which 

we will verify in Section 4.1. 

3.2. Polyphase Subfilters

In this section, we present a generalized version of 

polyphase subfiltering capable of conducting calculation 

according to the number K of subbands involved, which is 

required in our scheme. For this, we need to re-design the 

prototype filter in terms of K, which has been proposed in 

[4].  

The redesigned prototype filter can be decomposed into 

2K polyphase components as follows: 
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Based on these polyphase components, the polyphase 

subfiltering calculation is represented in (3.8) [9], and it 

accomplishes the required calculations:
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3.3. Up-Sampling by Repetition

A common method for up-sampling rate conversion is to 

employ an interpolation filter [7]. The operation can be 

represented as: 
( ) 1 ( ) 1ˆL M L M R R

R RX U X                (3.9) 

Although the interpolation filter method can provide 

optimized performance, its computational complexity is 

very high: (3.9) leads to (L+M)*R multiplications and 

(L+M)*(R-1) additions, suggesting it contradicts our main 

design objective.

 As discussed in Section 1, small distortions are tolerable 

in the application scenarios of portable devices. This allows 

us to exploit computationally efficient up-sampling 

methods. Through investigation, we choose repetition to 

perform up-sampling rate conversion; this choice yields 

satisfactory performance with very low computational 

complexity, especially in the case that (L+M) is a multiple 

of R.

4. EXPERIMENTAL RESULTS  

4.1. Subjective Test of Asymmetric PQMF

To evaluate the quality degradation introduced by our 

proposed new algorithm, we carried out experiments on a 

group of 10 subjects (male and female graduate students 

with normal hearing). For evaluation, we used five music 

clips selected from pop music MP3 clips. These MP3 clips 

were all of joint stereo mode, sampling rate 44.1KHz, and 

bitrates ranging from 128kbits/s to 192kbits/s. For each 

program, we prepared four copies for testing. These copies 
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were generated by our algorithm with profiles of (M:32, 

S:32),  (M:32, S:16), (M:32, S:8) and (M:32, S:4), 

respectively. Each program had an additional copy with 

(M:32, S:32) given as references. For fairness, all test 

samples were arranged in random order. All subjects were 

asked to evaluate audio quality using the mean opinion 

score (MOS), which is a five-point scale (5-excellent, 4-

good, 3-fair, 2-poor, and 1-bad). 

Sample 1 Sample 2 Sample 3 Sample 4 Sample 5

S:32 4.90 4.85 4.93 4.90 4.90 

S:16 4.90 4.90 4.90 4.90 4.95 

S:8 4.75 4.85 4.70 4.85 4.87 

S:4 4.35 4.65 4.80 4.33 4.57 

Table 1. Perceptual evaluation results for different 

APSR profiles 

The result of our subjective evaluation is shown in Table 1. 

We can see that profiles (M:32, S:4) and (M:32, S:8) only 

incur slight quality degradation. Especially, the profile 

(M:32, S:16) is almost indistinguishable from the full 

decoding profile used in the standard MPEG audio decoder. 

These observations show that the proposed filterbank can 

provide satisfactory playback quality with significantly 

reduced computational workload. 

4.2. Energy Consumption Evaluation

We evaluated the energy savings made possible with our 

algorithm using two different classes of audio clips: those 

having a bitrate of 160 kbits/sec and others having a bitrate 

of 128 kbits/sec. All the audio clips were of a sampling rate 

of 44.1K samples/sec and in joint stereo mode. Our 

processor model was based on a Sim-Profile configuration 

of the SimpleScalar instruction set simulator. We simulated 

the decoding of several audio clips of duration 20 secs, and 

measured cycle numbers required for a granule to perform 

the PQMF algorithm.  Table 2 lists these required frequency 

values for the high bitrate class of clips. We obtained almost 

identical results for the low bitrate (128 kbits/sec) class of 

clips as well.

(M:32,S:32) (M:32,S:16) (M:32,S:8) (M:32,S:4) 

Cycles/gr 1132400 800912 659360 609320

Freq.(MHz) 86.44 61.14 50.33 46.51 

Table 2. Clock frequency (MHz) required by APSR for 

four different profiles 

The estimated frequency can then be used to calculate 

energy consumption according to the relationship that it is 

proportional to tf 3
while decoding a clip of duration t.

Figure 2 shows the normalized energy consumption for the 

high bitrate class of clips. Clearly, the decoding profile 

(M:32, S:32) is specified in the MPEG audio standard. 

Compared to this baseline, the decoding profile (M:32, 

S:16), which presents indistinguishable playback quality, 

achieves energy saving of 64.6% in comparison to the 

standard filterbank. 

Figure 2. Normalized energy consumption for different 

profiles

5. CONCLUSION

We have presented an efficient and scalable PQMF 

algorithm for MPEG audio in joint/MS stereo mode. It is 

especially useful for low power audio decoding in portable 

devices. Based on the unequal perceptual significance of 

middle/side channels, the proposed scheme is also of good 

potential to be deployed in future media players. 
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