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ABSTRACT

Locating eyes in face images is an important step for au-

tomatic face analysis and recognition. In this paper, we

present a novel approach for eye detection without finding

the face region using topographic features. First, we argue

that the eyes show certain topographic pattern if the gray-

level face image is treated as a 3D terrain surface. Then a

terrain map, which denotes the terrain type of each pixel,

is derived from the original image by applying topographic

classification approach. From the terrain map, eyes usually

locate in the region around the pit-labeled pixels because

of their intrinsic reflectance characteristic. At last, we con-

struct Gaussian Mixture Model based probabilistic model

to describe the distribution of pit-labeled candidates. The

eye pair detection problem is transformed to maximize the

probability that the selected candidate pair belongs to the

eye space. Experiments show that our method has certain

robustness to uncontrolled background.

1. INTRODUCTION

Facial feature detection is an important step in many face

related applications, such as face recognition, face image or

video indexing for multimedia material management. The

facial features, such as eyebrow, eyes, nose, mouth, and

chin, are the prominent features of a face, among which eye

is the most frequently used feature for helping identify hu-

man face. Intensive research on eye feature detection has

been done in the past decades. Some work requires to detect

face as an initial processing for detecting eye in order to pro-

vide a good estimation of initial eye location, for example,

the deformable template based approaches [1, 2, 3, 5] and

projection function based method [8]. These approaches of

eye detection are computationally sensitive to the initial lo-

cation of face region.

There are some methods developed for eye detection

without the pre-knowledge of face location, including infra-

red based approache [9], flow field characteristics based ap-

proach [7], and adaboost based method [4]. Among all of

them, infra-red light based approach shows the most reliable

and accurate detection capability, which is therefore very

popular to be used in the commercial and research systems

for eye detection.

As we know, because of the specific reflection character-

istic of pupil, the eye center exhibits fuscous while the eye

white appears bright. If a gray-scale image is treated as a 3D

topographic surface with the height of each location being

denoted by the intensity of the corresponding pixel, the eye

region will show a certain terrain pattern. In particular, the

center consists of pit-pixels, surrounded by hillside-like re-

gions. This give us a hint that the eye can be detected based

on its terrain appearance features.

Motivated by the topographic analysis technique [11,

10], in this paper, we propose a novel eye detection method.

First, we derive a terrain map from the original gray scale

image by applying the topographic primal sketch analysis.

Second, we mark the pit-pixels in the terrain map as the

candidates for eye pair selection. Third, a Gaussian Mix-

ture Model(GMM) based possibility model is learned as a

classifier to choose the eye pair from the candidates.

The remainder of the paper is organized as follows. Sec-

tion 2 gives the background of topographic classification of

pixels for gray scale image. Section 3 provides the GMM

based classification model for eye pair selection. Section 4
shows the experiments results on real images, followed by

the discussion and conclusion in section 5.

2. TOPOGRAPHIC CLASSIFICATION

In topographic primal sketch theory, the gray level images

are treated as 3D terrain surfaces. The intensity I(x, y) is

represented by the height of the terrain at pixel (x, y). Fig-

ure. 1 shows an example of a face image and its terrain

surface in the eye region. As we know, the intensity varia-

tions on a 2D face image is caused by the face surface ori-

entation and its reflectance. The resulted texture appearance

provides an important visual cue in order to classify a vari-

ety of facial regions and features [14]. If viewed as a 3D

terrain surface, the face image shows some ’waves’ in the

face region because of the surface and reflectance charac-
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teristics. For eyeball, it generally composed of two parts:

the black part, mostly is pupil and the white part. The re-

flectance characteristics of eyeball exhibits in 3D surface as

the similar terrain pattern. The center is consists of some

pit-pixels, surround by some hillside-like regions. In other

words, there are always appears some pit points in the center

of eyes.

(c) (d)

(a) (b)

Fig. 1. Face image and the 3D terrain surface of the eye

region. The surface is reversed, so the peak denotes the pit

in real surface. (a) original face image; (b) terrain surface

of the eye region of the original image; (c) face image after

Gaussian filter smoothing (filter size 15 × 15, σ = 3.0); (d)

terrain surface of the eye region of the smoothed image.

Mathematically, we can give the precise definition for

pit in the continuous surface. Assume that the surface is

represented by the equation z = f(x, y). Thus the gradient

magnitude ‖∇f(x, y)‖ can be computed as:

‖∇f(x, y)‖ =

√

[

∂f(x, y)

∂x

]2

+

[

∂f(x, y)

∂y

]2

(1)

And the Hessian matrix H is given as:

H(x, y) =

[

∂2f(x,y)
∂x2

∂2f(x,y)
∂x∂y

∂2f(x,y)
∂x∂y

∂2f(x,y)
∂y2

]

(2)

After applying eigenvalue decomposition to the Hessian

matrix, we can get:

H = UDU
T = [u1 u2] · diag(λ1, λ2) · [u1 u2]

T
(3)

where λ1 and λ2 are the eigenvalues and u1 ,u2 are the

orthogonal eigenvectors.

A pit occurs where there is a local minim gradient, which

means that the gradient is zero and the second directional

derivative is positive in all directions: ‖∇f(x, y)‖ = 0,λ1 >

0 and λ2 > 0. Similarly, there are also some other kinds

of terrain labels are defined, peak, ridge, saddle, hill, flat,

ravine, or pit [13]. Hill-labelled pixels can be further speci-

fied as one of the labels convex hill, concave hill, saddle hill

or slope hill, and saddle hills can be further distinguished

as concave saddle hill or convex saddle hill, saddle as ridge

saddle or ravine saddle[10, 11].

The topographic labeling technique is developed for the

continue surface. By using some smoothed differentiation

filters, such as the filter based on discrete Chebyshev poly-

nomials, to fit the discrete surface, the topographic label-

ing techniques is easily to extend to discrete case[11, 12].

The detailed topographic labeling rules for gray scale im-

ages can be found in [10].

Generally speaking, the smoothing preprocessing on the

gray scale image before calculating the derivatives is nec-

essary in order to reduce the noise influence. In order to

achieve the balance between noise elimination and maintain

enough image details, it is vital to choose proper parameters

of the smoothing filter. An example of a face image and the

3D surface of the eye region after Gaussian smoothing pro-

cessing is shown in Figure 1.

(a) (b)

Fig. 2. (a) The topographic classification of the pixels in

face region (b) Only the pit-labeled pixels are shown.

By applying topographic classification technique, the

pixels in the original gray scale image are labeled by one of

the the twelve terrain classes based on its topographic fea-

ture. In Figure. 2, an example of the result of topographic

classification are shown. Most face region are classified as

hill labels. Although the pits-labeled pixel distributes very

sparsely, it always occurs in the eyeball regions.

Based on the terrain characteristics of eye region, the

pit-pixels always occur in the eye region if the image is

smoothed by a proper filter without losing too much de-

tails. Accordingly, it is conceivable that the pit-pixels are

set as the candidates for eye detection. In generally, we first

merge some pits distributing very closely. This processing

will dramatically decrease the number of candidates and re-

duce the computation cost of classification.

3. LEARNING GMM BASED CLASSIFIER

In order to classify the candidates pit-labeled pixels, we take

into account the terrain information around the pixels. As-

sume that the two points a and b are the centers of two eye-

balls and the distance of the two eyes is denoted as d. Two

rectangular eye patches with size 0.6d × 0.3d, centered at



a and b are cut out along the direction of line ab. The to-

pographic information in the rectangle regions are applied

to evaluate the probability of the two points being eye pairs.

Theoretically, each pair of pit-labeled candidates should be

considered, but some pairs of candidates with unreasonable

distance are ignored. The terrain type of a reference pixel

is discretely represented to the range 1, 2...M , which is cor-

responding to the number of types of terrain labels. Thus,

after vectorization, the terrain feature can be represented as

t = {t1, t2, ...tN}, where 1 ≤ ti ≤ M is the terrain label of

the pixel and N is the number of pixels. The terrain maps,

consist of the terrain labels of each pixel can be visualized

by gray image. Figure.3 c-d shows some visualized terrain

maps in our experiments.

(c) (d)

(a) (b)

Fig. 3. (a) The samples used as a positive training set, whose

corresponding terrain patches are shown in (c); (b) The non-

eye samples used as a negative training set, whose corre-

sponding terrain patches are shown in (d).

A training set with 293 face images are constructed for

the learning of classifier. First by topographic classification,

each pixels of the image are labelled by some certain terrain

label. Second, all the pit-labeled pixels are marked as the

candidates for training. Third, random pairs of candidates

are selected as the training samples, which are roughly con-

sists of two group: eye pairs and non-eye pairs. Figure. 3

shows some examples of these two class of samples. Al-

though the two eyes are symmetrical, there are a little dif-

ference in the terrain representation between left eye and

right eye. In our method, we treat left eye and right eye

respectively.

By GMM, all the samples, eye candidates and non-eye

candidates are supposed to distribute in high-dimensionality

space obeying several Gaussian distribution. We assume

totally three subspaces, each can be described by a Gaus-

sian distributions. The subspaces El and Er denote left eye

and right eye, represented by the possibility distribution as

Nl(µl,Σl) and Nr(µr,Σr). All the non-eye candidates

distribute in another subspace U , obeying the distribution

Nu(µu,Σu). All these three subspaces constitute the sam-

ples space O. In other word, the probabilistic multi-space is

characterized as:

O = {µl,Σl, pl; µr,Σr, pr; µu,Σu, pu} (4)

where pl,pr and pn are the prior possibilities.

If assume the terrain feature of the two candidates a and

b are ta, tb, the possibility of this candidate pair belongs to

eye space E can be computed as:

p(E|ta, tb) =
p(ta|El) · pl

p(ta|O)
·
p(tb|Er) · pr

p(tb|O)

+
p(ta|Er) · pr

p(ta|O)
·
p(tb|El) · pl

p(tb|O)
(5)

and the possibility p(ta|O) and p(tb|O) are similarly

calculated as:

p(t|O) = p(t|El) · pl + p(t|Er) · pr + p(t|U) · pu (6)

where t = {ta, tb} denotes the features of candidate re-

gions.

From the training set, all the parameters shown in Eq.4

can be estimated. The eyes selection is to choose a proper

pair of candidates to maximum the possibility calculated by

Eq.5.

4. EXPERIMENTS

In this section, we test the proposed eye detection approach

on images with both simple and uncontrolled background.

In the experiments, the parameters are set as: the Gaussian

filter with size 15 × 15 and standard deviation δ = 2.5
for smoothing procedure, the smoothed differentiation fil-

ter with the form of Chebyshev polynomial and convolution

kernel size 5 for fitting the discrete surface.

In the experiments, the detection approach is first tested

on Japanese Female Facial Expression (JAFFE) database

[16]. The JAFFE images of each subject show seven univer-

sal facial expressions with the similar background. Among

213 facial images, 204 of them are correctly detected. The

algorithm achieves 95.8% correct detection rate. Then we

select some face images with complicated background col-

lected from CMU face detection database [17], BioID database

[15] and internet for our test. Figure.4 demonstrates some

image examples and the corresponding detection results. The

variation of images covers different background, face rota-

tion and occlusion.

Moreover, through iteratively locating the eye pairs, the

proposed approach is easily to be extended to detect eyes in

images with multiple faces. In order to avoid the ambiguity



Fig. 4. Some eye detection results for single-face images

with unconstrained background.

eye pairs, such as regarding the eyes from different face as

a pair, the appearance features between the eyes should be

used to verify the detected eye pairs. Figure.5 gives several

eye detection results for multi-face cases.

Fig. 5. Some eye detection results for multiple-face images.

The detected eyes in the same rectangle belong to a pair.

In these examples, without locating the face, the eyes

can be precisely detected even the face does not occupy the

main part of the image or the face is partially occluded. In

most cases, the detected eye locations are the centers of

pupils. The experimental results show that the proposed

method has certain robustness to uncontrolled background.

However, it can not locate the eyes when there exist large

degree facial rotations.

5. CONCLUSION

In this paper, we present a novel eye detection technique

based on topographic primary sketch theory. Because of the

specific reflectance characteristic of eyeball, the terrain sur-

face of eyes always exhibits some certain pattern. By topo-

graphic labeling, the pixels of gray level image are classified

based on their terrain features. The pit-labeled pixels are

selected out as the candidates. Furthermore, a probabilistic

multi-space model is constructed and trained as classifier to

detect eye pairs in the candidates. The approach is verified

on the face images with simple and unstrained background.

The topographic labeling results are affected by the size

of the smoothing filter and convolution kernel when fitting

the surface, which means that it can not achieve scale invari-

ant or insensitive. It is a challenging task for us to develop a

new strategy to alleviate this problem. Our ongoing work is

extending the method to be more robust for real application.

Factors in considering various imaging conditions and head

motions will be investigated in our future work.
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