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ABSTRACT

Typically, high-resolution remote sensing (HRRS) images
contain a high level noise as well as possess different texture
scales. As a result, existing image segmentation approaches
are not suitable to HRRS imagery. In this paper, we have pre-
sented an unsupervised texture-based segmentation algorithm
suitable for HRRS images, by extending the local binary pat-
tern texture features and the lossless wavelet transform. Our
experimental results using USGS 1ft orthoimagery show a sig-
nificant improvement over the previously proposed LBP ap-
proach.

1. INTRODUCTION

With the advances in remote sensing technology high-resolution
remote-sensing (HRRS) imagery has been drawing more at-
tention from a wider audience, beyond the traditional scientific
user community. The state-of-the-art remote sensing image
retrieval supports image search based on metadata (i.e. sensor
type, sensor name, image type, image date, and location) or on
perceptual features (e.g. color, texture, and shape). However,
for most non-scientific users, articulating a query using these
metadata or low-level features can be non-intuitive and dif-
ficult. We believe that adding semantic annotations to HRRS
images would greatly benefit in effectively formulating queries
to retrieve the data that users are interested.

The first step to performing automatic annotation is to seg-
ment HRRS images properly and accurately, which is quite
a challenging task. To segment an image accurately means
to avoid any false segmentation, whereas to segment prop-
erly implies that the segmentation algorithm should terminate
at a point to eliminate over-segmenting or under-segmenting.
While under-segmenting may cause loss of information, over-
segmenting may bring out too many ignorable details.

We believe that to accurately and properly segment a HRRS
image, no single segmentation technique is suitable. This is
because, in a HRRS image, different objects appear in dif-
ferent land use categories. For example, in a residential area,
houses and roads are the main elements. To partition objects in
this land use category, lines, rectangles, and directions would
be helpful for further analysis. On the other hand, in a vege-
tation covered area, it is hard to extract any lines. Therefore,
it would be more efficient to apply a multi-step segmentation
procedure, where a HRRS image is segmented at the land use
level first, and then different segmentation algorithms are ap-
plied based on the the category of the land use. In essence,
in this paper, we argue that, to be able to segmenting HRRS
images correctly and properly at land use level is an important
preprocessing step to identify objects. Even though our ulti-
mate purpose is to recognize objects in a more detailed level,
in this paper, we limit our focus to the problem of efficiently
and effectively segmenting remote sensing images at land-use

level, which include heavy residential areas, industrial area,
pastures and water bodies.

In general, existing remote sensing image segmentation
algorithms can be categorized into color-based and texture-
based algorithms. Color is a distinctive global feature, which
is successful when the resolution of images is not very high.
HRRS images are different in the sense that each pixel is a
mixed measure of various ground objects. Therefore, using
illumination alone is not enough for many land covers. In ad-
dition, based on our observation, most of the land cover has
texture patterns. The repeating occurrence of homogeneous
regions of images is texture. Texture image segmentation iden-
tifies image regions that have are homogeneous with respect
to a selected texture measure. Recent approaches to texture
based segmentation are based on linear transforms and multi-
resolution feature extraction [1], Markov random filed mod-
els [2, 3], Wavelets [4–6] and fractal dimension [7]. Although
unsupervised texture-based image segmentation is not a novel
approach, these have limited adoption due to their high com-
putational complexity. Some of the existing methods perform
well on small set of fine-grained texture mosaics, but were not
examined on HRRS images. Some approaches used remote-
sensing images, but they require apriori knowledge of the im-
age to achieve satisfactory results.

We have found that the Local Binary Pattern (LBP) ap-
proach [8–10] is most suitable to be used as a base idea to
build our segmentation approach, since it has been proved to
be a computationally efficient, rotation invariant and robust in
handling multi-resolution images. The texture feature, LBP,
is constructed by the joint distribution of values of a circu-
larly symmetric neighbor set of pixels in a local neighbor-
hood. However, our empirical studies show that, even though
the LBP approach has been proved to be a robust algorithm in
segmenting regular scenery images, it is not suitable for HRRS
images since texture description in LBP is a highly discrimi-
nating texture features and LBP treats the reflectance distor-
tion as a different texture feature. In contrast, HRRS images
taken under natural circumstances, landscapes are usually dis-
torted by natural phenomena. As a result, if we use LBP, im-
ages tend to be over-segmented.

The enhanced LBP unsupervised texture segmentation al-
gorithm [9] that uses the repeating patterns as another descrip-
tion of texture, is also not suitable to segmenting HRRS im-
ages. This is because, HRRS images comprise of repeating
patterns at different scales, as illustrated in figure 1. Both
these images are cropped from the same 1ft resolution aerial
images of Spring Field, MA, where figures 1a and figure 1b
show woods and suburban residential neighborhood, respec-
tively. As we can see, the repeating patterns of woods exist in a
smaller neighborhood compared to that of the residential area.
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(a) Woods (b) Residential Area
Fig. 1. Textures with Different Scales

Since the different scale textures of the repeating patterns can-
not be detected by the enhanced LBP, we have extended this
algorithm to suit to these different scales of repeating patterns.

Even though the algorithm proposed by [9] is efficient and
overcomes the problem of requiring apriori knowledge, our
preliminary experimental results show that it does not perform
well on HRRS images that contain non-uniform textures. Un-
like the segmentation of mosaic texture images used in the
experimentation of LBP, segmenting HRRS images is differ-
ent in the following aspects: (i) Presence of various sources
of noise in the acquisition process. (ii) Presence of different
scales of textons (the repeating unit that forms texture).

In this paper, we propose an unsupervised texture-based
segmentation algorithm for HRRS images suitable for seg-
menting at the land use level. It employs the splitting-and-
merging approach [11] to texture-based segmentation. In the
preprocessing stage, each HRRS image goes through Haar
wavelet transformation. The segmenting approach consists
of three major steps: (i) hierarchical splitting that recursively
splits the original image into children blocks by comparing
texture features of blocks, (ii) optimizing, which adjusts the
splitting result, if the results of the reduced resolution images
have dramatically reduced segments, (iii) merging, in which
the adjacent regions with similar texture are merged until a
stopping criterion is met.

Our approach enhances the LBP approach [9] in the fol-
lowing aspects: (1) We preprocess images using wavelet trans-
formation to eliminate the noise in the acquisition process.
(2) Instead of segmenting HRRS images under original res-
olution alone, we also apply the algorithms on the wavelet-
transformed images for comparison. If the segmenting results
change dramatically, we would adopt the part with fewer com-
ponents. (3) In addition, we adjust the termination thresholds
according to the size of blocks, which is decided based on the
homogeneity of sibling blocks.

2. OUR TEXTURE-BASED SEGMENTATION
APPROACH

In this section, we present our unsupervised texture-based seg-
mentation approach, which is depicted in Figure 2, and elab-
orate the wavelet transform, quad-tree-based splitting, split-
ting results optimization, and agglomerative merging steps. A
longer version of this paper is available in [12].

2.1. The Texture Features

In the following, we introduce the texture features used in our
approach. Recent studies by [9, 10] show that excellent tex-
ture discrimination can be obtained by local texture operators
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Fig. 2. Unsupervised Texture-based Segmentation Algorithm

and nonparametric statistical discrimination of sample distri-
bution. Because it is a straightforward approach, the compu-
tation cost of texture segmentation using distributions of lo-
cal binary patterns (LBP) is better than other methods [9, 10].
The texture contents of an image region are characterized by
the joint distribution of the LBP and contrast (C). By defini-
tion, LBP is invariant to any monotonic gray-scale transform.
This is an important feature, because every HRRS image is
taken under different illumination and atmospheric condition.
A simple contrast measure C is taken into consideration to ad-
dress the contrast of the texture, which is not described by
LBP. Here C is the difference between the average gray-level
of those pixels. To compare two images, we actually compare
the distributions of LBP/C. The LBP/C distribution is approxi-
mated by a discrete two-dimensional histogram of size 256xb,
where b is the number of bins for C. According to [9, 10], b is
chosen as a trade-off between the discriminative power and the
stability of the texture transform. A very large b would make
the 2-D histogram very sparse and incomparable. If b is too
small, the histogram will lack resolution and contrast feature
C will add very little discriminative information to the process.
In [9], 32 bins were chosen, based on the consideration that
their average image size is 32x32, whereby an average num-
ber of 32 entries per bin can be obtained. In our experiment,
we use the HRRS images, whose average size is 1024x1024.
Based on our experiment, 16-bin generates reasonable results.

A log-likelihood-ratio, the G statistic [9] is used as a pseudo-
metric for comparing LBP/C distribution.
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where s, m are the two sample histograms, n is the number
of bins and fi is the frequency at bin i. The value of the G
statistic indicates the probability that the two sample distribu-
tions come from the same population: the higher the value, the
lower the probability that the two samples are from the same
population. We measured the similarity of two histograms
with a two-way test of interaction or heterogeneity. The more
alike the histograms s and m are, the smaller is the value of G.

2.2. Wavelet Transformation

Compared to the ordinary scenery digital images, HRRS im-
ages contain noise that deteriorates the result of unsupervised
segmentation approach. We have chosen wavelet transforma-
tion to traditional low-pass filter because of its multi-resolution



property. Moreover, the advantage of wavelet transformation
over Fourier analysis is that it allows better resolution in space
and frequency. We have studied two basic wavelet transforms
– Haar Wavelet and db5 Wavelet and found that the Haar de-
composition is faster than the daubechies. Since the perfor-
mance of the two wavelet transforms do not have critical dif-
ference, we chose the faster Haar wavelet transform.

After decomposing an image by wavelet transformation
for n level, the size of approximation of level n is 1/(2n) of
the original size, and the resolution of approximation of level
n is 2n, the original ground resolution. Therefore, we needed
to perform inverse discrete wavelet transform to reconstruct
approximation that has original size as well as reduced res-
olution. The compressed images are stored in the database
and split along with the original images. We refer to them as
wavelet images.

2.3. Quad-tree Based Splitting

Split-and-merge is a top-down approach, which is an attempt
to improving computational time when compared to pixel-based
approach. Another advantage of split-and-merge approach is
that, one can compare block-based features instead of pixel-
based features as the latter one would have difficulty when im-
age pixels border several textured regions

Given an original (1024x1024) HRRS image, we have di-
vided it into four square subblocks recursively until each in-
dividual subblock is uniform in texture. Whether we need to
divide any block into 4 subblocks is based on a uniformity
test. As we pointed out in the previous subsection, the ex-
tracted block feature, the LBP/C distribution, is represented
by a 2-D histogram and a pseudo-metric G is used to mea-
sure the distance between two blocks. To compare among
four blocks, we compute the six pairwise G metrics between
the LBP/C histograms of the four subblocks. If we denote the
largest of the six G values by Gmax and the smallest by Gmin,
the block is found to be non-homogeneous, and therefore is
split further into four subblocks, if the measure of relative dis-
similarity R within region is greater than a threshold X [9],
where R = Gmax

Gmin

> X . This procedure is repeated recur-
sively on each subblock until a predetermined minimum block
size Smin is reached. The minimum block size cannot be de-
termined arbitrarily, as the block has to contain a sufficient
number of pixels for the LBP/C histogram to be reliable. Ac-
cording to [9] 8x8 blocks is stable enough. We define Smin as
16x16 to reduce the computational burden.

To determine the proper threshold X is a challenge. [9]
argues that one should choose a small value for X , and sug-
gested 1.2 for their experimental dataset. However, for HRRS
images, X should be adjusted according to the block size. Ob-
viously, the more pixels each block contains, the larger chance
for the two blocks to be far away. The situation would be exag-
gerated when the texton is small. Since smaller texture blocks
will contain fewer data points from which to derive statistical
features, there will be a larger deviation in features extracted
from these blocks of a similar texture. In words, possibly the
G metric of two blocks, each with 128x128 pixels is much
larger than that of the 2 blocks with 32x32 pixels, even though

the first pair are perceptually similar grasslands.
To develop the distance threshold to be used for homo-

geneity test, we have examined the training texture cuts taken
from our image database. We observed a comparatively strong
(0.63) correlation between the G metric and image size. Per-
forming a linear regression analysis on this data, the threshold
function is obtained. To simplify our computation, equation 1
is used in our experiment.
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Here, X is the threshold to be used in the homogeneity test,
Soriginal the size of the original image, and sblock the number
of pixels in the image block.
2.4. Optimization

Since we subject all the wavelet images as well as the original
ones to this recursive splitting procedure, we would get L+1
splitting results, given that our wavelet transform is L level. If
we compare the results of the split, some regions would have
dramatic differences in the number of divided blocks. Dra-
matic change is defined as follows:

if
Noriginal

Nwavelet

×
Soriginal

Sblock

>= 100 thenDr = 1

if
Noriginal

Nwavelet

×
Soriginal

Sblock

< 100 thenDr = 0

Here Noriginal and Nwavelet are the number of split blocks
for original image and wavelet compression image at wavelet
transform l, Dr = 1 implies that we consider the change is
dramatic, otherwise the change is not remarkable. Usually, the
original images would have the most divided regions, because
they carry more noise. In this algorithm, we take the blocks
at the level where noticeable decrease occurs to replace the
corresponding areas in the original splitting result. For exam-
ple, assume that the upper right block is split into hundreds of
small areas, while the splitting result from level one wavelet
compression image consist of only 4 blocks, we would take
the particular block’s result at level one as the final splitting
result. Note with the substitution of the splitting results, the
corresponding texture feature, LBP/C distributions should also
be updated accordingly.
2.5. Merging

Once the image is split into blocks of roughly uniform texture,
we apply a homogeneous blocks merging procedure, which
merges similar adjacent regions until a stopping criterion is
satisfied. The merging procedure is a bottom up procedure. At
a particular stage of the merging, we merge that pair of adja-
cent segments, which satisfy the following criteria:
(i) The two blocks have the same parent: this situation is com-
paratively simple. If the distance of the feature vectors of the
two blocks is smaller than a certain threshold Y . The two
blocks are merged and the two respective LBP/C histograms
are summed to be the histogram of the new region.
(ii) The two blocks have different parents: a block is merged
with the neighbor blocks if the current block and the neigh-
bor blocks are homogeneous, and the two neighbor blocks



have distance smaller than threshold X after adjusted by the
level weight. We can express the second condition by Gs,m <
Ghomogeneity × ωL Here Gs,m is the distance metric between
the two involved blocks. The weight factor ωL takes into ac-
count the spatial proximity influence when merging blocks
with smaller size to upper level. Consider the recursively split
image as a pyramid, ranging from 0 (original image) to top
level L, ωL is equal to ωl = 1− (L−1

L
)×0.1, thus, this weight

factor eases the merging process at lower levels by decreasing
the product.

3. EXPERIMENTAL RESULTS AND OBSERVATIONS
Data Set: Our image database consists of (i) 1ft High-Resolution
Orthoimagery, which cover several different areas of the US
(downloaded from US Geological Survey), and (ii) 1ft resolu-
tion aerial photo of New Jersey Meadowlands. The selected
areas include the following land use categories: heavy resi-
dential areas, suburban residential areas, water body, grass-
land, woods. Out of this database, we have manually selected
1024x1024 TIFF images, which are cropped from the original
images, and contain two or more land use categories.
Experimental Results: The proposed unsupervised segmen-
tation algorithm is efficient because we chose the texture fea-
ture [8,9] that has been proven to be computationally efficient.
The results of the original LBP and our proposed algorithm
can be compared in Figure 3, we presented the 2 sets of im-
ages. The upper left one is the original image, the upper right
one is the splitting result of the level one wavelet transform ap-
proximation, the lower left image is the final segmentation re-
sult of the proposed algorithm, and the lower right image is the
segmented results when LBP [9]’s LBP, while the one on the
right are the segmented results using the proposed approach.
As we can observe from Figures 3 and 4, the segmented region
layout is basically correct.

Fig. 3. Comparison of Segmentation Results. upper-left:
Original USGS orthoimage; upper-right: result after quad-tree
splitting and applying our approach; lower-left: splitting result
applying the LBP algorithm; lower-right: segmentation results
after merging
Some Observations: Although the proposed method only roughly
discriminates the boundary regions, our results are fairly accu-
rate. As shown in Figure 3 the original segmentation algorithm
tends to over segment the remote sensing images. With prepro-
cessing and optimization, we have dramatically improved the
segmentation results for some areas, such as water and woods,
that suffer from high level of noise. In residential area, the
number of divided regions do not improve dramatically with

Fig. 4. Additional Segmentation Results
the reduction in resolution. To solve this problem, instead of
using 8 neighbors of a given pixel, we have increased the num-
ber of regions to 25, through which we capture more neighbor-
hood information than before.
Next Steps: The study presented in this paper is part of the
on going research on semantic-based HRRS image retrieval.
Since the ultimate goal is to annotate HRRS images automati-
cally to show interesting objects, we are currently working on
identifying the land use of each region, and conducting exper-
iments to find the distinctive features of each land use. Even
though we have noticed that some land use categories are dis-
tinguishable using LBP/C distribution, others cannot be rec-
ognized by simply using one feature.
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