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ABSTRACT 

 
This paper proposes a method for key-frame selection of 
captured motion data. In many cases, it is desirable to obtain a 
compact representation of the human motion. Key-framing is 
often used to express CG animation with a set of frames. In 
general, the animation is described by a set of curves that give 
the value of the rotation of all joints in each frame. Our method 
automatically detects the key-frames in captured motion data by 
using frame decimation. We decimate less important frames one 
by one, and then rank them by their importance. Our method has 
an embedded property, that is, all the frames are ranked by their 
importance, and thus users can specify any number of key-
frames from one data set. We demonstrate the validity of our 
method in the experimental section by several typical motions 
such as walking and throwing. 

 

1. INTRODUCTION 
 
Motion capture systems have been widely used in CG 
amusement and human motion analysis such as games and 
athlete training. To reuse motion capture data, users need the 
motion library that stores existing motion data with human like 
character. Large motion databases do not accept the 
uncompressed forms, since the motion data are often huge. 
Moreover, motion data retrieval and transmission often require 
the compact representation of the motion [1]. For manipulation 
and rendering, a compact motion format is also required to 
reduce tasks. Key-framing is often used to express CG animation 
with a fraction of frames. Using interpolation and extrapolation 
techniques, general motion can be approximated by several key-
frames. The accuracy of retrieved motion depends very much on 
the key-frame selection. In [3], Lim et al. treat the motion data as 
trajectory curves in a high-dimensional space and employ a 
curve simplification algorithm for key-posture extraction. This 
simplification method is also used in motion and emotion 
parameterization by M. Kraus [4]. Their method uses all joints of 
a human figure model which contains more than 20 joints. For 
each joint, the motion data include 3 angles of rotation about x, y 
and z coordinates respectively. Obviously, their curve 
simplification is time consuming when the total number of 
dimensions becomes greater than 60. To reduce its 

computational complexity, Etou, et al [2] use only five joints 
assuming that they are significant to characterize the motion. To 
achieve higher accuracy, we suggest a novel method which 
combines the characteristics of all joints and employ key-frame 
selection by iteratively decimating one point in each curve. Our 
method ranks all the frames by their importance, and thus 
specified number of key-frames can be obtained easily. This 
embedded property of our method leads into more accuracy and 
more feasibility than previous methods. According to the 
forward kinematics, in a motion chain, the transformation of a 
parent joint causes a change of its child joint position. The 
change of this child joint in turn affects its grand child joint, and 
so on. That is, the angles of parent joint are more important than 
its child joints. Thus we introduce a weight function for each 
joint for more precise key-frame selection. 

The remainder of the paper is organized as follows. After a 
brief description about the motion data representation, we 
explain the algorithm of the generation of the integrate key-
frames with characteristics of all curves in section 3. In the 
experimental section, some typical motions are employed to 
demonstrate the advantage of our approach compared with 
conventional methods. Finally, we draw a conclusion and refer 
to some future works. 
 

2. PRELIMINARY 
 
2.1. Motion Data 
 
In CG application, a human figure is modeled by a hierarchical 
tree (Fig.1), in which the connections between two neighboring 
joints are rigid, for example, the joints of a shoulder and an 
elbow move, but the distance between them is not changed. In 
this framework, the motion data in the 3D space, x, y, z, are 
converted to a series of rotations. Fig. 1 shows a human figure 
with multiple joints and links. In different animations, the human 
figures with different numbers of joints are utilized. 
 
2.2. Motion Curves 
 
In our work, the animation is represented by a set of curves 

)(kg j  of length N, where mj ,,2,1 Λ=  are the indices of the 

curves and Nk ,,2,1 Λ=  are the frame numbers. These give 
the value, describing the rotation of all joints as well as the 
position of the joint of the root, represented as a function of the 

0-7803-9332-5/05/$20.00 ©2005 IEEE



frame. Since for each joint the angle rotation about x, y, z axes 
respectively is adopted, and besides the rotation angles, for the 
root joint the position in 3D space is extra informed, the number 
of the joints is m/3-1.  

We denote a set of the key-frames by 
nF = ),,...,,( 121 nn ffff − ,  

where nlfl Λ,2,1, =  are frame indices of the key-
frames. We treat the original curve as a set of N key-
frames,  
 NF = ),,...,,( 121 NN ffff − , 
that is, all the frames are key-frames. An example of the 
motion curves and their approximations are given in Fig.2. 
 

 
3. CHARACTERISTIC COMBINED KEY-FRAME 

SELECTION ALGORITHM 
 
3.1. Frame Decimation of Motion Curves 
 
Suppose we start the decimation of vertices from the initial 
curves NF . The decimating process is iteratively applied until 
only two frames, first and N-th frames, remain. When the k-tth 
frame fk is decimated, it results in,  

)...,,,...,,,( 1121
1

Nkk
N fffffF +−
− = .  

Meanwhile, the decimating algorithm generates a sequence 
of sets of frames, 21,...,, FFF NN − . We denote the k-th frame 

of nF  by )(kF n , k=1, 2, 3,…, n, e.g., if 
current ),...,21,15,7,5,1( NF n = , then 7)3( =nF . 

To ensure that less important frames are decimated before 
more important ones, we need a cost function to measure the 
importance of the frames. The cost function ),( kjDn , k=1, 2, …, 

n, for j-th curve (joint) in nF , is defined by the difference of the 
distance between before and after the decimation of the k-th 
frame correspondingly. At the beginning of the 
algorithm ),( kjDN  is calculated as follows. Assume that one 

of the frames )(kF N  is being decimated. After the 

decimation, the previous ( ))1( −kFg N
j and next key-

frames ( ))1( +kFg N
j  are interpolated by a straight line. 

Thus the new values at the frame k are calculated by these 
two frames. The absolute difference between the original 
and the new values is set to ),( kjD N . Then we define the 
total sum of ),( kjD N  for all j as a cost function at the first 
iteration 

( ) ∑=
j

NN kjDkD ),(   (1) 

For example of Fig. 3, the length of the arrow is assigned 
to ),( kjDn . The frame with the least cost is considered least 
important and then is decimated.  

After the decimation of the frame )(kF n in nF  at a 
iteration, we need to update the cost of neighbors of the 
frame, )1( −kF n  ( )1(1 −= − kF n ) and 

)1( +kF n ( )(1 kF n−= ). First, we assume that ( )11 −− kF n  
would be decimated at the next iteration and then 
similarly ( )( )21 −− kFg n

j  and ( )( )kFg n
j

1−  are 
interpolated by the straight line. This is illustrated in 
Fig.4(a) and (b). This procedure changes values at frames 
between ( )21 −− kF n  and ( )kF n 1− . In Fig.4(a) the arrows 
illustrate the errors between original curves and the curve 
at the level n-1, which is denoted by ),1,( ukje − , where 

( ) ( )kFukF nn 11 2 −− <<− . The arrows of Fig.4(b) shows 

the errors ),1,( ukje −′  after the decimation of 

( )11 −− kF n . 

 
Hence, for each joint, we calculate the difference of the sum 

of the error 
),1,(),1,(),(1 ukjeukjekjD

u

n −′−−=∑−  (2) 

Fig.1 Human figure with multiple joints and links

(a)                              (b) 
Fig.2 (a) Motion curves with 17 frames, from up 
to down, head, right should, left ankle joints
(b) Approximations with 7 vertices after 
decimation of frames 



where the range of the summation is 
)()2( 11 kFukF nn −− <<− . The same procedure is done for 

)(1 kF n−  to calculate 

),,(),,(),(1 ukjeukjekjD
u

n ′−=∑−  (3) 

where )1()1( 11 +<<− −− kFukF nn . 

 
3.2. Generation of the Intergrative Key-frames 
 
To generate the key-frames with the combined properties of all 
the motion curves of a whole body, we should pay attention to 
the characteristics of all joints in each motion chain. We first 
calculate the error ),( kjDn for each jth curve. Moreover, 
according to the hierarchical tree, the transformation of a parent 
joint causes a change of the position of its child joint. This 
change in turn affects its grand child joint location, and so on. 
Finally the changes are accumulated to the end- effector. Motion 
is inherited down the hierarchy from the terminator to the end-
effector, which means the error of the lower nodes in the 
hierarchy affects the whole motion more than the higher nodes. 
Thus we introduce a weight function W(j), j=1, 2,…m. Then 
assigning different W(j) for different jth curve, we can get the 
sum )(kE n : 

∑=
j

n j,kDjWkE )()()(   

We decimate the frame )(kF n with the minimum 

error )(kE n . 
In the end, our algorithm is stated as follow: 
Step1. For all the frames NF , calculate the cost 

function ( )kD N  in (1) and set Nn = . 
Step2.  The frame k with minimum ( )kDn  is decimated 

and its index is removed from nF . And then 

set nn FF =−1 . 
Step3.   The cost function is updated by (2) and (3). 
Step4.   If the specified number of key-frames is remained, 

then stop. Otherwise go to Step.3. 
 

4. EXPERIMENTS 
 
We apply our key-frame selection algorithm to motion 
data. The motion is described by BVH format [4]. 

Here we show the results of two typical motions, 
“swagger”, “ballet”, “throw” and “kick”. Table.1 shows 
the description of these motions. 

 
 
To evaluate the efficiency, we define the error as 

position differences of all the joints between the original 
motion and the retrieved one. To retrieve the motion from 
the selected key-frames, we adopt the piecewise cubic 
Hermite interpolation. The error of j-th joint is defined by 

( ) ( )∑
=

−=
N

k
jjj kgkg

N
E

1

ˆ1   

and the total error of all joints in all frames by:  

∑
−

=−
=

13/

113/
1 m

j
jE

m
E   

where ( )kg j  and ( )kg jˆ  are 3D rotation angles of the joint i in 
the frame j of original and retrieved motions respectively. N  is 
the number of frames and 13/ −m  is the number of total 
joints.  

Fig.5 shows the difference of the error of angle between 
pE generated by previous method in [3] and oE  generated by 

our algorithm when combining the characteristics of all joints of 
each motion. In this experiment, the number of the key-frames 
retained to retrieve the data is same in both methods. Moreover, 
to demonstrate the feasibility of our algorithm we also show the 
difference of error of position of throwing motion between the 
previous method and ours in Fig.6.  

Fig.4  Solide and dotted lines are original curves and 
lines connected between key-frames, respectively, (a) 
level n-1, (b) curve after the decimation. The arrows 
represent (a) ),1,( ukje −  and (b) ),1,( ukje −′ .

(a)

)2(1 −− kF n )(1 kF n−

)1(1 −− kF n

(b)

)1(1 −− kF n

)2(1 −− kF n )(1 kF n−

)(kF n

Fig.3 Cost of frame )(kF n . 



The error of the position in the 3D space of joint i between 
the original motion and the retrieved one by equation:  

( ) ( )∑
=

−=
N

k

r
j

O
jj kPkP

N
E

1

1  

and these are summed for all the joints, where ( )kPO
j and  

( )kP r
j  are position of joint i in frame j of original and 

compressed motions respectively in world coordinate. 
 
 

Table 1 Experimental results 
 Data 

size 
Number 
of joints 

Sampling 
rate 

Number of 
frames 

Swagger 324k 23 0.00833s 580 

Ballet 183k 20 0.0400s 388 

Throw 70k 17 0.033333s 179 

Kick 56k 19 0.033333s 147 

 
 

5. CONCLUSION AND FUTURE WORK 
 
We described a method for the key-frame selection of the 
captured human motion data with motion style in this paper. Due 
to the redundancy of huge database and discursion in motion 
index, a compact motion format is required. Key-framing based 
motion compression is considered a direct and effective 
compressing method to solve this problem. Treating animation 
as a set of curves which give the value of the rotation of all joints 
in each frame, our algorithm combines motion characteristics of 
all joints as a whole to detect a number of style-based key-frames. 
Moreover, the number of key-frames can be specified by user 
according to the motion characteristics. The embedded property 
of our method leads into more accuracy and more feasibility than 
conventional methods. 

Finally, we have studied that considering motion 
characteristics, we have to pay more attention to some special 
joints such as the end effectors than other general types of joints. 
Now we are going to add some kinematics constraints to our 
method. The inverse kinematics algorithm has been successfully 
used in some other previous works of ours, and will be applied 
again into the proposed method introduced in this paper in our 
future work. 
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Fig 6.  The difference of position error of throwing 
motion between previous method and our method 
over the number of frames 

Fig 5.  The difference of angle error Ep-Eo over the 
number of frames when combining the characteristics 
of all joints of each motion. 
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