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ABSTRACT 

 
This paper proposed a novel video shot clustering 
algorithm using spectral method by joint modeling of inter 
and intra shot. Gauss Mixture Model (GMM) is used for 
probabilistic space-time modeling of intra-shot pixels. The 
spectral clustering method is applied on the GMM 
parameters. The problem of automatic model selection is 
currently an open issue for spectral method. Here we 
propose a novel automatic model selection based on joint 
inter-intra model optimization to achieve the global 
optimization in both model parameters and cluster 
numbers. We compare the proposed method with the 
conventional spectral method for sports video clustering. 
The simulation results show more accuracy on how many 
clusters and clustering results. 

 

1. INTRODUCTION 
 
Segmentation and grouping of video shots are the 
important basic technologies in content-based video 
analysis [1,2,3]. Video shots clustering technologies allow 
unsupervised video content learning and organizing 
without any labeling by hand. So the clustering methods 
are deeply studied in recent years and widely applied on 
video content analysis and retrieval.  

The video shot is the minimal semantic unit, which 
has coherent chrominance and continuous objects moving 
without camera switching. The video frames in one shot 
can be considered to be similar appearance and have 
spatial-temporal relations. So the content of each shot is 
the basic meaningful semantic unit for further analysis. 
The grouping of video shots can achieve the classes with 
the similar represents in both low-level features and 
semantics. There are two mainly categories of grouping 
methods: supervised methods and unsupervised methods. 
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One popular kind of video shots grouping methods 
uses supervised learning [4,5]. The low-level features are 
extracted from each shot and the training data is labeled 
by hand. The neural network and SVM can be used for 
training the classifiers. The probabilistic models are also 
used for training and classifying, such as Hidden Markov 
Model in [5]. The supervised methods are more accurate 
and efficient than unsupervised methods. But the learning 
needs much time spending work of labeling. The learned 
classifiers or models can only be applied on the same sets 
of videos. So different classifiers or models should be 
trained for different video sets. 

To overcome these problems, the clustering methods 
for unsupervised learning are developed for video shots 
grouping. The clustering methods can apply directly on 
the video data without any labeling. And these methods 
are universal solutions for different sets of video grouping. 
The simple but efficient clustering algorithm is the K-
mean algorithm. In [10], a probabilistic hierarchical 
clustering using GMM is proposed. The spectral 
clustering methods [7,8] are popular studied in recent 
years for image segmentations.  It is shown of better 
clustering results than methods in [6] and [10] for video 
shots grouping in [9].  

The features used for represent each shot are 
commonly selected using key frame or average color 
histogram. But these features are not sufficient for 
representing the objects distribution and dynamics. 

The automatic cluster number selection is still an 
open issue for clustering methods. The mean squared 
error measures are not efficient analyzed in [9]. And [9] 
proposes the measures for spectral clustering using eigen-
gap and relative cuts. The minimum description length 
(MDL) measurement is applied for probabilistic models in 
[10]. These methods only concern the data distribution in 
feature space and lack the consideration of the semantic 
representation for video shots. The dimension of feature 
space can affect the clustering results obviously and is not 
considered in these measures. 

In this paper, we propose a joint method based on 
spectral clustering. The proposed method using GMM to 
represent the intra shot features, which can make more 
description of the objects distribution and dynamics in one 
shot than key frame or average histogram. The spectral 
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clustering is applied for inter shot grouping. To consider 
the measures of both cluster number and feature-space 
dimension, we propose a joint automatic model selection 
for GMM and spectral model. 

The paper is organized as follows. Section 2 
described our proposed method in detail. The simulation 
results on sports videos are presented in Section 3. Section 
4 draws conclusions. 
 

2. THE PROPOSED METHOD 
 
The proposed method can be illustrated in three steps: 
GMM modeling of intra-shot pixels, shot clustering using 
spectral method and joint automatic model selection. The 
shot segmentation for video sequences is done before the 
proposed clustering method using the common method 
with changing detection of color histogram. Then the 
clustering process is applied on video shots, as shown 
below in detail. 
 
2.1 Intra-shot modeling 
 
The video shot consists of successive video frames. The 
pixel values in these frames have spatial and temporal 
correlations. The distribution and variation of pixels 
represent the objects and their dynamics in video shot. A 
probabilistic model of the distribution and variation can 
be the best feature to represent the shot content. 

The probabilistic model we used is GMM. The 
pixels distribution and dynamics are modeled by mixture 
gausses in both space and time dimensions. So each pixel 
is represented by a 6-dimension vector (r,g,b,x,y,t). (r,g,b) 
is the pixel value in color space. (x,y) is the spatial 
position and t is the time of the video frame which the 
pixel lies in. It is shown that the GMM can model the 
pixel values in both space and time. The maximum 
likelihood estimation using EM algorithm can be 
processed to meet the least squared error measurement.  

Set the GMM parameter set k
jjjj 1},,{ =Σ= µαθ , 

which consists of weight, mean, and covariance of each 
gauss component. X denotes the input vector of each pixel 
in one shot. Set ),,,,,( tyxbgrX =  and the density 
function of the mixture k Gaussians is: 
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where d is the dimension of vector X. If n denotes 

the number of pixels in one shot, the maximum likelihood 
estimation of θ is: 
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EM algorithm is applied to estimate the parameter 
set. The details and its fast algorithm are described in [11]. 

For each shot, the minimum description length of 
GMM is calculated to be the model measurement: 
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where L() denotes the likelihood of the input vectors, 

kl is the number of parameters needed for the model with 
k Gaussians, given by: 
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The DL measurement considers both the likelihood 
of input vectors and the description length of model 
parameters. It will be used in joint model selection step to 
select suitable gauss numbers. 
 
2.2 Spectral inter-shot clustering 
 
The spectral method uses affinity matrix to model the 
similarity of video shots, and clustering on the matrix 
using eigen-vectors. 

The GMM parameters are used to be features 
extracted for each shot. The distance measure between 
two shots is defined as: 
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where Σ is listing as a vector and distance of vectors 
is calculated. For the GMM-pair i and j, the gauss 
component matching and resorting must be done before 
calculating the distance. The gauss component matching 
process continuously selects the most similar gauss 
component pair from these two GMMs with resorting in 
the same order. So the affinity matrix of all shots is 
derived from distances. For all i and j shots: 
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where σ is a scale parameters. The spectral 
algorithm is simply described below: 

1) Define D(A) to be the diagonal matrix derived 
from A, that is ∑=

j
ijii AAD )( . Then construct L(A) by 
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2) Find the c largest eigenvectors of L(A). and form 

the matrix C by stacking the eigenvectors in column. 
3) Form the matrix Y from C by normalizing each 

row to have unit length. The row iY is the new feature 
associated with shot i. 

4) Cluster the row iY into c clusters using K-means. 
5) Assign to each shot i the cluster number 

corresponding to its row. 



The cluster number c should be decided as shown in 
next subsection. We can see that the c largest eigenvectors 
denote c orthogonal directions in eigenspace, so the 
suitable c will lead the best departments of data in 
eigenspace.  
 
2.3 Joint model selection 
 
The model selection includes automatic selection of 
number k and number c. k is the number of Gaussians for 
intra-shot, and c is the number of clusters derived from 
spectral algorithm.  

In order to select the best suitable k, minimum 
description length for GMM of shot i can be derived by (3) 
and the best k will be selected for maximizing the average 
MDL values for all shots. 
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So the measurement of intra-shot model can be 
defined as: 
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In [9], the eigengap and the relative cut are used to 
measure the performance of spectral models. And best 
cluster number c is selected using separate thresholds. 

The eigengap is used to measure the stability of a 
matrix. So the eigengap shows the stability of each cluster. 
The eigengap is defined as: 
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where )(1 cλ and )(2 cλ are the two largest 

eigenvalues of matrix )( ii
mAL  extracted from matrix A by 

selection the shots in cluster m. The smallest c is selected 
for gapM exceed a threshold. 

The relative cut is defined to measure the department 
of clusters as: 
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where S(m) means the set of shots in cluster m. The 
largest c is selected for rcutM below a threshold. 

But [9] uses two thresholds to measure the eigengap 
and relative cut separately. We can see that when the 
cluster number c increases, the cluster stability and cluster 

department will both increase. The best c will be at the 
position of maximum ratio of rcutM and gapM . 

We also analyze that the relationship of the intra-
shot model measurement and inter-shot measurement. The 
gauss number k represents the feature space dimension. If 
k is too small, the features are not sufficient to represent 
the video shot, so that the spectral clustering will be 
insufficient too. If k is too large, the features will be 
confused in feature space that makes the cluster number to 
be large. 

By considering the factors above, we proposed a 
joint model selection measurement to select suitable k and 
c in the same step. The new measurement is defined as: 

)(
)(*)(),( int

cM
cMkMkcM

gap

rcutra=                      (12) 

The best c and k is selected by maximizing the M: 
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3. SIMULATION RESULTS 

 
In the experiments, we compare our proposed method 
with the conventional spectral clustering in [9]. The test 
videos belong to the NBA basketball videos.  

We test total three clips of videos. Each clip video 
has more than 300 video shots, and the playing shots and 
the stop shots are all remained. 

We select the average color histogram to be the 
intra-shot features for the conventional spectral method. 
The scale parameter σ in (6) is set to be 0.15 for both 
conventional spectral and proposed methods according to 
[9]. Figure 1 and 2 show the measurement results of clip 2 
for cluster numbers from 6 to 34 in conventional spectral 
method and the proposed method. Mcost means the 
measurement result. For conventional spectral method, the 
Mcost is calculated using the relative cut divided by the 
eigengap. And M(c,k) in (12) is used as Mcost in the 
proposed method. From Figure 2, we can see that the 
spectral clustering measurement curves are some different 
for different number of Gaussian components and the best 
numbers of Gaussian components can be shown for 
maximum joint measurement results. 

Videos Method Cluster 
number 

Total 
shots 

P R 

Conventional 30 353 0.9348 0.9235Clip1
Proposed 28 353 0.9547 0.9490

Conventional 32 382 0.9529 0.9372Clip2
Proposed 24 382 0.9712 0.9476

Conventional 26 490 0.9449 0.9347Clip3
Proposed 16 490 0.9633 0.9489

Table 1. Comparison results 
 

The best cluster number is auto selected and the 
ground-truth is generated for each method according to 



the selected cluster number. The experiments results are 
shown in Table 1, where P means precision and R means 
recall. 

From the table, we can see that our proposed method 
is better results than the conventional ones. The cluster 
number of the proposed method is different from the 
conventional method, which indicates that the feature 
space dimension affects the cluster number selection. The 
best cluster number is selected by maximizing the joint 
likelihood of intra-inter shots modeling.  

 
Figure 1. Measurement results for conventional spectral method 

 

 
Figure 2. Measurement results for proposed method 

 
4. CONCLUSION 

 
In this paper, we proposed a joint clustering method based 
on spectral method. The proposed method using GMM to 
represent the intra shot features, which can make more 
description of the objects distribution and dynamics in one 
shot than key frame or average histogram. The spectral 
clustering is applied for inter shot grouping. To consider 
the measures of both cluster number and feature-space 
dimension, we propose a joint automatic model selection 

for GMM and spectral model. The simulation results show 
the more clustering accuracy than the conventional 
spectral algorithm. And the join intra-inter shot model 
selection can achieve the global optimization for feature 
selection and clustering number decision. The future work 
will focus on the intra-shot pattern discovery based on the 
proposed spectral clustering. The model will be improved 
for representing the dynamics of intra-shot objects. 
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