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ABSTRACT 
 
This paper applies an algorithm, based on Tensor Decom-
position, to a new synthesis application: by using sampled 
motions of people of different ages under different emo-
tional states, new motions for other people are synthesized. 
Human motion is the composite consequence of multiple 
elements, including the action performed and a motion 
signature that captures the distinctive pattern of movement 
of a particular individual. By performing decomposition, 
based on N-mode SVD (singular value decomposition), 
the algorithm analyzes motion data spanning multiple sub-
jects performing different actions to extract these motion 
elements. The analysis yields a generative motion model 
that can synthesize new motions in the distinctive styles of 
these individuals. The effectiveness of applying the tensor 
decomposition approach to our purpose was confirmed by 
synthesizing novel walking motions for a person by using 
the extracted signature.  
 

1. INTRODUCTION 
 
In analogy with handwritten signatures people have char-
acteristic motion signatures that individualize their 
movements. These signatures can be extracted from ex-
ample motions and be used to synthesize new actions for 
those people in their distinctive styles. 

Our study has a goal to synthesize human motion re-
sulting from emotional state (say, person sad or happy 
walk). We extract a motion signature from a subset of 
actions for a new individual and synthesize the remainder 
of the actions using the extracted motion signature. The 
synthetic motions are then validated by classifying against 
a database of all the real motions. 

Motion synthesis through the analysis of motion cap-
ture data is currently attracting a great deal of attention 
within the computer graphics community as a means of 
animating graphical characters. Several authors have in-
troduced generative motion models for this purpose. Re-
cent papers report the use of hidden Markov models [4], 
neural network learning models [5], three-mode principal 
component model [6] and tensor approach [1]. Synthesize 

problem is resolved by using techniques from numerical 
statistics. The mathematical basis of this approach is a 
technique known as n-mode analysis, which was first pro-
posed by Tucker [3] and subsequently developed by oth-
ers [7,8]. This multilinear analysis subsumes as special 
cases the simple, linear (1-factor) analysis associated with 
conventional SVD and principal components analysis 
(PCA), as well as the incrementally more general bilinear 
(2-factor) analysis that has recently been investigated in 
the context of computer vision [9]. For our purpose we 
use the algorithm proposed by M.A.O. Vasilescu [1] to 
extract human motion signatures individualizing their 
movements from example motions. M. Vasilescu also 
showed possibility of synthesizing a simple stair ascend-
ing-descending walking motion.  In our case we applied 
the algorithm to motion data, previously stored in our da-
tabase, of people of different ages walking under different 
emotional states to synthesize motions for new people. 

According to this approach corpus of motion data 
spanning multiple people and actions is organized as 
higher-order array or tensor which defines multilinear 
operators over a set of vector spaces. Then N-mode SVD 
is applied to extract human motion signatures as well as 
other parameters inherent to human movement by decom-
posing this tensor. Using these parameters as a generative 
model to observe motion data for a new subject perform-
ing one of these actions we synthesize the remaining ac-
tions, which were never before seen, for this new individ-
ual. 
 

2. THEORY 
 

The starting point of our derivation of a N-mode 
SVD will be to consider an appropriate generalization of 
the link between the column (row) vectors and the left 
(right) singular vectors of a matrix. To be able to formal-
ize this idea, we define “matrix unfoldings” of a given 
tensor, i.e., matrix representations of that tensor in which 
all the column (row, . . . ) vectors are stacked one after the 
other. To avoid confusion, we will stick to one particular 
ordering of the column (row, . . . ) vectors; for order three, 
these unfolding procedures are visualized in Figure 1.  
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Figure 1. Unfolding of the (I1 ×I2 ×I3)-tensor A to the (I1

×I2I3)-matrix A(1), the (I2 ×I3I1)-matrix A(2) and the (I3 × 
I1I2)-matrix A(3) (I1=I2=I3=4). 
 
SVD model for Nth-order tensor is proposed as: 

Every complex (I1 × I2)-matrix A1 can be written as 
the product:     221121 UUSVUA S ××== T

in which :   U1 is a unitary (I1 × I1) -matrix, U2 is a unitary 

(I2 × I2)-matrix, S is an (I1 × I2)-matrix with the properties 
of pseudodiagonality and ordering [2]. 

By extension, an order N > 2 tensor is N dimensional 
matrix comprising N spaces. “N-mode SVD” is a “gener-
alization” of  SVD that orthogonalizes these N spaces as 
the mode-n product of N-orthogonal spaces2:  

NNnn UUUU ××××= ......2211SA    (1) 
as shown in Fig. 2 for the case N = 3, where S is the core 
tensor and U is mode matrix. The core tensor governs the 
interaction between the mode matrices Un, for n = 1,…..,N. 
Mode matrix Un contains the orthonormal vectors span-
ning the column space of the matrix A(n) that results from 
the mode-n flattening of A, as was depicted in Fig. 1. 

 
Figure 2. An N-mode SVD orthogonalizes the N vector 
spaces associated with an order-N tensor (N = 3). 
                                                           

1 We denote scalars by lower case letters (a,b..), vectors by 
bold lower case letters (a,b..), matrices by bold upper-case let-
ters (A,B..), high-order tensor by calligraphic upper-case letters 
(A,B,C..). 

2 A matrix representation of the N-mode SVD can be obtained 
by: 

T).....( 1n2nn11n(n)n(n) ++− ⊗⊗⊗⊗⊗= UUUUUZUA
 where ⊗ is the matrix Kronecker product. 

 
N-mode SVD algorithm for decomposing A is: 

1. For n = 1,…..,N, compute matrix Un in (1) by comput-
ing the SVD of the flattened matrix A(n) and setting Un 
to be the left matrix of the SVD. 

2. Solve for the core tensor as follows 
T
NN

T
nn

TT UUUU ××××= ......2211AS          (2) 
It can be computed in a matrix format, e.g., 

T
nnnnnn

T
nn )....( 1221 ++−− ⊗⊗⊗⊗⊗= UUUUUAUS  

 
Suppose given motion sequences of several people, 

we define a data set tensor D with size (H×E×G), where 
H is the number of people, E is the number of action 
classes, and G is the number of joint angle time samples. 
We apply the N-mode SVD algorithm to decompose this 
tensor as follows: 

32211 UUU 3×××= SD  
and denoting U1, U2, U3 as P, A, J respectively we get : 

JAP 3×××= 21SD   (3) 
The people matrix P = [p1…pn …. PH]T whose per-

son specific row vectors pn
T span the space of person pa-

rameters, encodes the per-person invariances across ac-
tions. Thus P contains the human motion signatures. The 
action matrix A = [a1 …. am …. AE]T , whose action spe-
cific row vectors an

T span the space of action parameters, 
encodes the invariances for each action across different 
people. The joint angle matrix J whose row vectors span 
the space of joint angles are the eigenmotions that are 
normally computed by PCA. 
The tensor 

JA 3××= 2SB  (4) 
contains a set of basis matrices for all the motions associ-
ated with particular actions. The tensor 

JP 3××= 1SC  (5) 
contains a set of basis matrices for all the motions associ-
ated with particular people. 

After extracting S, A and J we have a generative 
model that can observe motion data Dp,a of a new person 
performing  one of these actions (action a) and synthesize 
the remaining actions for this new person. The signature 
p for the new person is solved in the equation Dp,a = Ba ×1 
pT , where Ba = S ×2 aa

T ×3 J– selected from B associated 
with the action of the new person and Dp,a is 1×1×T tensor. 
Flattening this tensor in the people mode yields the matrix 
Dp,a(people), actually a row vector which can be denoted as 
da

T. 
Therefore, in terms of flattened tensors, the above 

equation can be written as  d  
(people)a

TT
a Bp=

A complete set of motions for the new individual is syn-
thesized as follows: 

T
p p1×= BD  (6) 

 



 

where B is defined in (4) and the motion signature for the 
new individual is given by 

1
(people)

−×= a
T
a

T Bdp  (7) 
If several actions dak are observed, the motion signature is 
computed as follows: 

1
(people)

−×= ak
T
ak

T Bdp (8) 
If we observe a known person (one who is already 

recorded in the motion database) performing a new type 
of action dp, we can compute the associated action pa-
rameters aT = dp

T Cp(action)
-1  and use them to synthesize 

that new action for all the people in the database as fol-
lows:  Da = C ×2 aT , where C is given in (5). If several 
different people are observed performing the same new 
action dpk , the action parameters are computed as follows: 

1
(action)

−×= pk
T
pk

T Cda  
Comparing this multilinear technique to conven-

tional PCA, the latter represents each person as a set of E 
coefficient vectors, one for each action class, while multi-
linear analysis enables us to represent each person with 
single vector of coefficients relative to the bases compris-
ing the tensor B in (4). 

 
3. EXPERIMENT 

 
The corpus of motion data (BVH files) was recorded 

by using VICON system from 2 different subjects, child 
and young man. The data was reduced to time-varying 
joint angles (19 markers, XYZ) for complete cycles (96 
frames) of three types of motions: normal, sad and happy 
walks and was arranged as shown below.   

 

1

3×19×96

Child

Young man

normal sad happy

1

3×19×96

Child

Young man

normal sad happy  
 
All computations and manipulations are done by us-

ing Matlab 6.1. 
Hence we have a 2×3×5472(19*3*96) tensor D or 

multidimensional array D in Matlab.  
We flatten the tensor in 3 ways and get 3 matrices – D1, 
D2 and D3 as:  

D1 = reshape (permute (D, [1 3 2]), 2, 3*19*96*3); 
D2 = reshape (permute (D, [3 2 1]), 3, 3*19*96*2); 
D3 = reshape (permute (D, [2 1 3]), 5472, 6); 
 

Applying SVD to these matrixes we get P, A and J 
mode matrices respectively. 

[P, S, V] = svds(D1), [A, S,V] = svds(D2),  
[J, S, V] = svds(D3) 

where P with size 2×2, A - 3×3 and J - 5472×6. 
Then we compute core tensor S using matrix repre-

sentation:  )(1 JADPS ⊗= T

In Matlab as: S = P’ * D1 * kron(A, J) with size 2×18.  
Then we calculate tensor B in (4), and Matlab representa-
tion is B = S * kron(U2,U3) with size 2×16416. 

On the next step we synthesize motion for a new 
person (old man), for whom we have only normal walking 
motion, 2 remaining actions (sad and happy walking ). We 
solve signature p for the new person in (7), where da is a 
1×5472 (motion data for a new person) and Ba(people) – is a 
2×5472 matrix as: p = da * pinv(Ba) with size 1×2, where 
pinv(Ba) returns the Moore-Penrose pseudoinverse of Ba. 
If Ba is square and not singular, then pinv(Ba) is an ex-
pensive way to compute inv(Ba). If Ba is not square, or is 
square and singular, then inv(Ba) does not exist. In these 
cases, pinv(Ba) has some of, but not all, the properties of 
inv(Ba). 

Then complete set of motions Dp for the new person is 
synthesized in (6) as Dp = p * B with size 1×16416. Then it 
should be retensorized to form motion data for sad and 
happy walk as 1× 2 × 5472. 
 

4. RESULTS 
 

All matrix calculations and manipulations were done 
by using Matlab 6.1. The synthesized motion for sad and 
happy walk was modeled and rendered by Poser 5.  The 
experiment showed positive result. Fig. 1, Fig. 2 and Fig. 
3(a) show frames of motion data that was used to synthe-
size motion for a new individual (old man). These frames 
were taken by right-side camera. Each pose was taken 
when left leg was in the highest position from the ground 
to see differences between their walk.  Motion signature 
of the old man was derived from his normal walk and 
general parameters of sad and happy walks were derived 
from child and young man walks. They were combined to 
synthesize sad and happy walk of old man Fig. 3 (a,b). 
Note that all sad walks differ subtly, they are slow with 
hands down.  Happy walks differ more, and steps as it can 
be seen for happy walk of old man is some kind of 
combination of walking style of child and young man plus 
his own motion signature captured from his normal walk. 
The synthetic motions are then validated by classifying 
them against a database of all the real motions. We 
verified that the algorithm was able to compute motion 
signatures sufficiently well to synthesize all three types of 
motions in the distinctive style of each individual 
compared against real motion capture data of that indi-

idual. v 
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 Fig. 1 (normal, sad and 
happy child walk) 

 
(c) 
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Fig. 2 (normal, sad and 
happy young man walk) 

 
(c) 
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Fig. 3 (normal, sad and 
happy old man walk) 

 
 (c) 
 
 

 
5. CONCLUSION 

 
We have shown how motion data can be decom-

posed into primitives such as action parameters, and a 
motion signature. To achieve such decomposition we used 
an algorithm which is based on a numerical statistical 
analysis technique called n-mode analysis. It takes advan-

tage of multilinear algebra in which motion data ensem-
bles are represented as higher-dimensional tensors and an 
“N-mode SVD” algorithm is applied to decompose the 
tensor. This multilinear approach accommodates any 
number of factors by taking advantage of the mathemati-
cal machinery of tensors. It robustly extracts signature 
parameters from a corpus of motion data spanning multi-
ple subjects performing different types of motions. We 
have shown that the extracted signatures are useful for the 
synthesis of novel motions for animating articulated char-
acters for motion recognition. Further study includes more 
different kinds of motions and motion recognition. 
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