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ABSTRACT 
 
Multiple Instance Learning (MIL) is a special kind of 
supervised learning problem that has been studied actively 
in recent years. In this paper, we propose an approach 
based on One-Class Support Vector Machine (SVM) to 
solve MIL problem in the region-based Content Based 
Image Retrieval (CBIR). Relevance Feedback technique is 
incorporated to provide progressive guidance to the 
learning process. Performance is evaluated and the 
effectiveness of our retrieval algorithm has been shown 
through comparative studies. 
 
 

1. INTRODUCTION 
 

Relevance feedback (RF) technique is used to incorporate 
user’s concept with the learning process [2] [4] for 
Content-Based Image Retrieval (CBIR). The existing RF-
based approaches consider each image as a whole. 
However, user’s query interest is often just one part of the 
query image. Therefore it is more reasonable to view it as 
a set of semantic regions. In this context, the goal of 
image retrieval is to find the semantic region(s) of user’s 
interest. Since each image is composed of several regions 
and each region can be regarded as an instance, CBIR is 
then transformed into a Multiple Instance Learning (MIL) 
problem [5]. Maron et al. applied MIL into natural scene 
image classification [5]. Each image is viewed as a bag of 
semantic regions (instances). In the scenario of MIL, the 
labels of individual instances in the training data are not 
available, instead the bags are labeled. When applied to 
RF-based CBIR, this corresponds to the scenario that the 
user gives feedback on the whole image (bag) although 
only a specific region (instance) is of user’s interest. The 
goal of MIL is to generate labels for unseen bags (images) 
based on the user’s interest on a specific region. 

The key idea of our algorithm is to apply MIL to 
learn the region of interest from users’ relevance feedback 
on the whole image. The proposed learning algorithm 
concentrates on those positive bags (images) and uses the 
learned region-of-interest to evaluate all the other images 

in the image database. The motivation comes from the fact 
that positive samples are all alike, while negative samples 
are each bad in their own way. It makes more sense to 
assume that all positive regions are in one class while the 
negative regions are outliers of the positive class. 
Therefore, we applied One-Class Support Vector Machine 
(SVM) [1] to solve the MIL problem in CBIR. Chen et al. 
[6] uses One-Class SVM in image retrieval but, again, it is 
applied to the image as a whole. In our approach, One-
Class SVM is used to model the non-linear distribution of 
image regions and separate positive regions from negative 
ones. Each semantic region of the test images is given a 
score by the evaluation function built from the model. The 
images with the highest scores are returned to the user as 
query results. Experiments show that high retrieval 
accuracy can be achieved usually within 4 iterations. 

In Section 2, the detailed learning and retrieval 
approach will be presented. In Section 3, the overall 
system is illustrated and the experimental results are 
presented. Section 4 concludes the paper. 
 

2. THE PROPOSED LEARNING APPROACH 
 

In this study, we assume that user is only interested in one 
semantic region of the query image. The goal is to retrieve 
those images that contain similar semantic regions. In the 
proposed CBIR system, we adopted the automatic image 
segmentation method as proposed in the Blobworld [3] to 
segment each image into a set of regions.  

After segmentation, 8 global features (three texture 
features, three color features and two shape features [3]) 
for each semantic region are extracted. Hence, each image 
region is represented by an 8 dimensional feature vector 
and serves as an instance in Multiple Instance Learning. 
 
2.1 Multiple Instance Learning with Relevance 
Feedback 
 
In Multiple Instance Learning (MIL), the label of an 
instance, i.e. object, is unknown. Only the label of a set of 
instances is known, which is called the label of the bag. 
MIL problem needs to map an instance to its label 
according to the information learned from the bag labels.  
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In CBIR, we have two types of labels – Positive and 
Negative. Each image is considered a bag of semantic 
regions (instances). User labels an image positive if it 
contains the region of interest; otherwise, it is labeled 
negative. The goal of MIL is to learn the label of each 
semantic region in the training set and use this 
information to estimate the similarity scores of the test 
image regions. In this way, the single object based CBIR 
problem can then be transformed to a MIL problem as 
defined below. 

Definition 1. Given a set of training examples 
T=<B,L> where B=Bi(i=1,...,n) is a set of n bags and 
L=Li(i=1,...,n) is a set of labels of the corresponding 
bags. Li∈{1(Positive), 0(Negative)} The goal of MIL is to 
identify the label of a given instance in a given bag. 

The relation between a bag (image) label and the 
labels of all its instances (regions) is defined as below. 

1 1 1 =∃= = ij
m
ji lifL  (1) 

0 0 1 =∀= = ij
m
ji lifL  (2) 

Suppose there are m instances in Bi. lij is the label of 
the jth instance in the ith bag. If the bag label is positive, 
there exists at least one positive instance in that bag. If the 
bag label is negative, all instances in that bag are negative. 

Given a query image, user’s feedbacks on the whole 
images in the training set are fed into our learning 
algorithm. In this study, the One-Class SVM is adopted as 
the underlying learning algorithm. 

 
2.2 One-Class SVM 
 
One-class classification is a kind of unsupervised learning 
mechanism, which trains on unlabelled data, trying to 
assess whether a test point is likely to belong to the 
distribution underlying the training data. It has so far been 
studied in the context of SVMs [1].  
 

 
Figure 1. One-Class Classification 

 
The idea is to model the dense region as a ball. In 

MIL problem, positive instances are inside the ball and 
negative instances are outside. If the center of the ball is 
α and the radius is r , a point ix , in this case an instance 
represented by an 8-feature vector, is inside the ball iff 

rxi ≤− α . This is shown in Figure 1 with red rectangles 
inside the circle being the positive instances. This “ball” is 
actually a hyper-sphere. The goal is to keep this hyper-
sphere as “pure” as possible and include most of the 

positive objects. Since this is a non-linear distribution, the 
strategy of Schölkopf’s one-class SVM is first to do a 
mapping θ  to transform the data into the feature space F 
corresponding to the kernel k. 

),()()( vukvu ≡⋅θθ  (3) 
where u and v are two data points. In this study, we 
choose to use Radial Basis Function (RBF) Machine as 
below. 
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Mathematically, one-class SVM solves the following 
quadratic problem: 
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subject to  
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where iξ is the slack variable, and α∈(0,1) is a parameter 
that controls the trade off between maximizing the 
distance from the origin and containing most of the data in 
the region created by the hyper-sphere and corresponds to 
the ratio of “outliers” in the training dataset. When it is 
applied to the MIL problem, Equation (5) is also subject 
to Equations (1) and (2). 

If w and ρ are a solution to this problem, then the 
decision function is ))(()( ρθ −⋅= xwsignxf  and it will be 
1 for most examples xi contained in the training set. 

 
2.3 Learning and Retrieval Process 
 
In initial query, the user needs to identify a semantic 
region that he/she is interested in. Since no training 
sample is available at this point, we simply compute the 
Euclidean distances between the query semantic region 
and all other semantic regions. The similarity score for 
each image is set to the inverse of the minimum distance 
between its regions and the query region. We then 
construct the training sample set. If an image is labeled 
positive, its semantic region that is the least distant from 
the query region is labeled positive. For some images, 
Blob-world may “over-segment” such that one semantic 
region is segmented into two or more “blobs”. Therefore, 
we cannot assume that only one region in each image is 
positive. Suppose the number of positive images is h and 
the number of all semantic regions in the training set is H. 
Then the ratio of “outliers” in the training set is set to: 

)(1 z
H
h
+−=α  (7) 

z is a small number used to adjust the α in order to 
alleviate the above mentioned problem. Our experiment 
results show that z= 0.01 is a reasonable value. 

The training set as well as the parameter α are fed 
into one-class SVM to obtain w  and ρ, which are used to 



compute the decision function for the test data. Each 
image region will be assigned a “score” by ρθ −⋅ )(xw  in 
the decision function. The similarity score of each image 
is then set to the highest score of all its regions. 

 
3. EXPERIMENT 

 
3.1 CBIR System Construction 
 
Figure 2 shows the architecture of our system.  
 

 
Figure 2. CBIR System Architecture 

 
Figure 3 shows the initial query interface. The 

leftmost image is the query image. This image is 
segmented into 8 semantic regions (outlined by red lines). 
User identifies the “horse” region as the region of interest. 

 

 
 

Figure 3. Initial Query Interface 
 

After the initial query, user gives feedback to the 
retrieved images. One-Class SVM based algorithm learns 
from these feedbacks and starts another round of retrieval. 

 
3.2 System Performance Evaluation 
 
The experiment is conducted on a Corel image database of 
9,800 images. We randomly choose 65 query images of 
22 categories and compare our retrieval results with two 
other RF algorithms: 1) Neural Network based MIL 
algorithm [7]; 2) General feature re-weighting [2] 
algorithm.  

Five rounds of relevance feedback are performed for 
each query image - Initial (no feedback), First, Second, 
Third, and Fourth. The accuracy rates, i.e. the percentage 
of positive images within the top 6, 12, 18, 24 and 30 
images, are calculated. Figure 4 shows the result from the 
First Query and Figure 5 shows the result after the Fourth 
Query. “BP” is the Neural Network based MIL. “RF_E” 
is feature re-weighting with Euclidean Distance while 

“RF_M” uses Manhattan Distance, and “SVM” refers to 
the proposed algorithm.  
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Figure 4. Retrieval Accuracy after the First Query 
 

Fourth Query Result
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Figure 5. Retrieval Accuracy after the Fourth Query 
 

It can be seen that the accuracy of our algorithm is 
superior to the others. We further compare these two by 
examining the exact image regions learned. Figures 6(a) 
and 7(a) show the Third Query results of “SVM” and 
“BP”, respectively, given the query image and query 
region as in Figure 3. Figure 6(b) and 7(b) are the 
corresponding regions learned by the two algorithms, 
respectively. It can be seen that in this example, although 
Neural Network based method seems to successfully find 
several horse images, the regions it retrieved are actually 
the “grassland” rather than “horse”. Consequently, the 
horse images in Figure 7(a) will be labeled positive by the 
user. This will definitely affect the next round of learning. 

 

 
 
Figure 6(a). Third Query Results by One-Class SVM 
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Figure 6(b). Retrieved Regions of Figure 6(a) 
 

 
 

Figure 7(a). Third Query Results by “BP” 
 

 
 

Figure 7(b). Retrieved Regions of Figure 7(a) 
 

We can see from Figure 8 below that accuracy rate of 
our algorithm across 5 iterations increases steadily. 

Accuracy Increase in 5 Rounds
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Figure 8. Retrieval Results of SVM across 5 Iterations 
 

4. CONCLUSION 
 

In this paper, we proposed a One-Class SVM based MIL 
framework for single object based CBIR systems. The 
advantage of our algorithm is that it is based on semantic 
region instead of the whole image, which is more 
reasonable since the user is often interested in only one 
region in the image. Our algorithm also transfers the One-
Class SVM into MIL. Due to the robustness of One-Class 
SVM, the proposed system can better identify user’s need. 
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