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Abstract 
 

Computer vision and pattern recognition systems 
play an important role in our lives by means of 
automated face detection, face and gesture recognition, 
and estimation of gender and age. This paper addresses 
the problem of gender classification using frontal facial 
images. We have developed gender classifiers with 
performance superior to existing gender classifiers.  We 
experiment on 500 images (250 females and 250 males) 
randomly withdrawn from the FERET facial database. 
Independent Component Analysis (ICA) is used to 
represent each image as a feature vector in a low 
dimensional subspace.  Different classifiers are studied 
in this lower dimensional space. Our experimental 
results show the superior performance of our approach 
to the existing gender classifiers. We get a 96% accuracy 
using Support Vector Machine (SVM) in ICA space.  
 

1. INTRODUCTION 
 

The face is an important biometric feature of human 
beings. Faces are accessible 'windows' into the 
mechanisms that govern our emotional and social lives 
[1]. A successful gender classification method has many 
potential applications such as human identification, smart 
human computer interface, computer vision approaches 
for monitoring people, passive demographic data 
collection, etc. This paper deals with gender 
classification based on frontal facial images.  

Classification using images is in general difficult 
because of the inherent variability of image formation 
process. Some of the challenges and possible solutions in 
using facial images for classification are discussed in 
some detail by Chellapa et. al [2].  

The earliest attempt to use computer vision 
techniques for gender classification was based on neural 
networks [4].  Golomb et. al [5] trained a fully connected 
two-layer network, called SEXNET, to identify gender 
from facial images.  Tamura et al [6] used a multi layered 
neural network to identify gender from face images of 
different resolutions.  Gutta et. al [7] proposed a hybrid 
approach that consists of a collection of neural networks 
and decision trees.  A PCA based image representation 
was used along with radial basis functions and 

perceptron networks by Abdi et. al [8].  O’ Toole et al 
[9] have also used PCA and neural networks and have 
reported good performance.  Moghaddam et. al [10] 
investigated the use of SVMs for gender classification.  

All above discussed techniques are appearance-
based methods, that is, they learn the decision boundary 
between male and female classes from training images, 
without extracting any geometrical features such as 
distances, face width, face length, etc.  V. Bruce et al 
[11] identified 73 points on a face image and 
discriminant analysis was used to classify gender using 
point to point distances. Brunelli and Poggio [12] 
compute 16 geometric features (like pupil to eye brow 
separation, eye brow thickness, etc.) from the frontal 
images of a face. These features are used for identifying 
the gender.  

Bebis et. al [13] used genetic feature subset selection 
from frontal images.  Experiments were carried on four 
different classifiers after features are evolved (selected) 
using genetic algorithm.  A multimodal gender 
classification approach using images and voice is 
proposed in [14].  

The variety of methods published in the literature 
show that there is not a unique or generic solution to the 
gender classification problem.  In this paper, we propose 
two different methods for identifying the gender using 
facial images based on Independent Component Analysis 
(ICA) for projection of data into lower dimensional 
space.   Different classifiers are studied in this low 
dimensional space for gender classification. The outline 
of the paper is as follows: Section 2 provides framework 
for image representation using Independent Components 
(ICs). Section 3 introduces the classifiers we have 
experimented. Experimental results are discussed in 
Section 4 and conclusions are presented in Section 5.  
 

2. IMAGE REPRESENTATION 
 

In general the first step in any recognition process is 
to choose good discriminatory features. A well-known 
problem in pattern recognition is the “curse of 
dimensionality”- more features do not necessarily imply 
a better classification success rate.  Feature extraction in 
pattern recognition involves the derivation of salient 
features from the raw input data in order to reduce the 
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amount of data used for classification and simultaneously 
provide enhanced discriminatory power.  

A fundamental problem in digital signal processing 
is to find a suitable representation for a signal.  Usually 
different signal representations are based on linear 
transformations of the signals onto different bases. The 
transformations help representing the signal in a lower 
dimensional space. We use Independent Component 
Analysis for facial images representation [15].  

Using ICA, one tries to model the underlying data so 
that in the linear expansion of the data vectors the 
coefficients are as independent as possible.  ICA bases of 
the expansion must be mutually independent. Let s be the 
vector of unknown source signals and x be the vector of 
observed mixtures. If A is the unknown mixing matrix, 
then the mixing model is written as x=As.  It is assumed 
that the source signals are independent of each other and 
the mixing matrix is invertible. Based on these 
assumptions and the observed samples, ICA tries to find 
the mixing matrix A or the separating matrix W such that  

u = Wx = WAs (1) 

is an estimation of the independent sources [16]. 
We use a fast and computationally simple fixed-

point rule developed by Hyvarinen and Oja [17]. Let 
x(t)= [x1(t),…, xn(t)]

T be the n-dimensional tth data 
vector.  In ICA, the data vector x(t)  can be expanded as 
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where s(t)= [s1(t), … , sm(t)]T are the m independent 
source signals, A = [a1, … , am]T is a n-by-m matrix, 
called the mixing matrix and n(t) is additive noise.  The 
number of independent components, m, is usually m�n. 
The expansion in Eqn (1) is determined by enforcing that 
the coefficients si(t), where i=1.. m, are mutually 
independent.  Hence the basis vectors ai are generally not 
mutually orthogonal. 

The independent components are computed by 
finding the separating matrix W so that  

y(t)=Wx(t)  (3) 

becomes an estimate of s(t).  As a preprocessing step, the 
observed samples are whitened, and now the separating 
equation is 

y(t)=Wv(t)  (4) 

where v(t)=Vx(t) and V is the whitening matrix.  In the 
fixed-point algorithm described in [18], some initial 
values for the columns wi (i=1.. m) are randomly chosen.  
The fixed-point algorithm iteratively computes a new 
(k+1)th estimate for wi 

)(w)v)(w()v)(w(v{)1(w* kkgkgEk i
T

i
T

ii ⋅′−=+  (5) 

)1(w
)1(w

)1(w
*

*

+
+=+

k
k

k
i

i
i

 (6) 

Here, E{·} denotes the mathematical expectation and g(·) 
can be any odd, sufficiently regular nonlinear function 
and g’(·) is its first derivative.  Most common choice of 
g(·) is g(u)=u3 or tanh(u).  By choosing g(u)=u3, the 
kurtosis criterion [16] is maximized.  The choice of 
g(u)= tanh(u) is motivated as it is a robust non-linearity 
that grows less than linearly.  It has been shown in [18] 
that wi(k) converges (up to the sign) to one of the 
columns of W.  For preventing wi (i=1,…, m) from 
converging to the same directions, they are 
orthogonalized against each other.  The basis vectors ai 
of ICA are obtained from wi by  

ai=ΞΞΞΞΛΛΛΛ½ wi (7) 

where ΞΞΞΞ contains the eigenvectors and the diagonal 
matrix ΛΛΛΛ has the corresponding eigenvalues as its 
elements.  

Hence, by use of ICA, a sparse representation of the 
data set is generated. This representation of the images in 
lower dimensional space is used for the task of gender 
classification.  
 

3. CLASSIFICATION 
 

We have experimented on three different classifiers 
in the lower dimensional space defined by the ICA 
vectors. The classifiers we have experimented on are the 
cosine classifier, linear discriminant classifier (LDA) and 
the support vector machine (SVM).  

Since the ICA projects the images into a space whose 
bases vectors are not orthogonal, hence Euclidean 
distance is not a good metric of similarity. Imagine the 
image vectors are normalized and located over an hyper-
sphere surface, the angle between them represents the 
distance above its surface. This angle is calculated by 
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The objective of the LDA is to find projection y=WTx 
(where x is the input image and W is the projection 
matrix), that maximizes the ratio of the between-class 
scatter and the within class scatter [19]. Let �1, �2, …, �L 
and N1, N2,… NL be the classes and number of images in 
each class, respectively. Let M1, M2,… ML and M be the 
means of the classes and the grand mean respectively. 
Then, the within and between class scatter matrices Sw 
and Sb are defined as  
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where P(�i) and �i are a priori probability and the 
covariance matrix of class �i respectively. LDA derives a 
projection matrix W that maximizes the ratio 
|WtSbW|/|WtSw W|.  This method defines L-1 basis 
vectors called Fisherfaces, also known as Most 
Discriminating Features (MDF). Since gender 
classification is a two class classification, hence the LDA 
space is one-dimensional.  

Support Vector Machines (SVM) are primarily two 
class classifiers that are known to have robust 
performance for learning linear or non-linear decision 
boundaries. Given a set of points that belong to either of 
the two classes, SVM finds the hyper-plane leaving the 
largest possible fraction of points of the same class on 
the same side and maximizing the distance of either class 
from the hyper-plane. We use the SVM toolbox 
developed by Ahalt et al [20].  
 

4. EXPERIMENTS 
 

Our methodology for gender classification is shown 
is Figure 1. The use of facial images for gender 
classification starts by normalizing the face image to 
account for geometry and illumination changes using the 
eye location [21]. The images are normalized using the 
location of eye and maintaining constant distance 
between the eyes.  The normalized images are cut into 
elliptical region that contains only the face. Histogram 
equalization is done to each normalized image to account 
for the different lighting conditions. These normalized 
face images are used for the gender identification using 
appropriate image representation and classification 
algorithms. We define the Independent Components 
derived from the preprocessed training images as an 
optimal basis along which faces are projected, leading to 
a compact and efficient coding. Let X∈Rn be a vector 
representation of the image obtained by row stacking. 
T=[�1, �2, … �m], T∈ Rnxm be the optimal basis derived 
using Independent Components. Then the new feature set 
U∈Rm is defined as  Ui=TtXi where Xi is the i-th training 
image and Ui is the corresponding feature vector. 

The data set used is the FERET facial data set 
consisting of frontal shots of persons at a resolution of 
256x384 with 256 gray levels.  The normalized images 
are at a resolution of 64x96. The dataset consists of 500 
images, 250 of male subjects and 250 of female subjects.  
Out of these images, 200 images (100 male and 100 
female subjects) are used for training. The remaining 300 
images are used for testing.   

200 independent components were found to describe 
this lower dimensional space. Fig 2 shows the 
reconstructed images of 4 independent components. 

Different classifiers are used in this sparse space. The 
cos-distance classifier is a nearest neighbor classifier. 
Since the goal is to identify the gender based on facial 
images, it is a 2-class classification problem and hence, 
LDA method defines one basis vector, which is sufficient 
for efficient classification. The class of the test case is 
defined as the class whose mean is nearest to the test 
sample.  Fig. 3 shows the reconstructed image of MDF 
that is used for the classification. Using the experiments 
described, the average performance for the ICA + COS 
classifier was found to be 85.33%. For the ICA + LDA, 
the accuracy was 93.33%.  For ICA + SVM, the accuracy 
observed is 95.67%. 
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Figure 1.  System overview 
 
 

    
 

Figure 2.  The first four IC vectors 
 

 
 

Figure 3.  Reconstructed Image of MDF 
 

We also experiment on the effect of the size of the 
training set. Table 1 shows the performance accuracy 
when the training sample size is varied from 50 to 200 in 
discrete increments of 50.  

Comparing our methodology with existing research, 
we get better performance than already reported 
techniques. ICA projects the images into a lower 
dimensional subspace and the best performance is 
obtained by using a SVM in this subspace. LDA also 



 

gives good classification accuracy since it extracts the 
most discriminating features (MDF) from the dataset. 
The motivation for using MDF for classification is that it 
discounts those features that are irrelevant to 
classification (like the lighting direction). 
 
 
Table 1.  Effect of training sample size on 

classification accuracy. 
 

Training 
Set Size 

Classifiers  
  ICA+COS       ICA+LDA       ICA+SVM 

50 60.67% 64.67% 68.30% 
100 71.67% 73.67% 76.00% 
150 80.33% 83.00% 86.67% 
200 85.33% 93.33% 95.67% 

 
5. CONCLUSIONS 

 
In this paper, we introduce ICA as an image 

representation technique for gender classification. ICA is 
used to represent face images as a linear superposition of 
basis functions. It learns basis images that are adapted to 
the data ensemble.  ICA is used to reduce the dimensions 
of the data. Different classifiers are used for the task of 
classification by finding discriminating features for the 
data. This paper deals with use of two-dimensional facial 
images for gender classification. Efficient use of 3-D 
face data might achieve better results at a lower 
computational expense. Our future work concentrates on 
exploring 3-D face data for applications like gender 
classification and face recognition.  
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