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ABSTRACT 
 

In this research, an architecture that performs both 
forward and inverse lifting-based discrete wavelet 
transform is proposed. The proposed architecture 
reduces the hardware requirement by exploiting the 
redundancy in the arithmetic operation involved in 
DWT computation. The proposed architecture does not 
require any extra memory to store intermediate results. 
The proposed architecture consists of predict module, 
update module, address generation module, control unit 
and a set of registers to establish data communication 
between predict and update modules. The symmetrical 
extension of images at the boundary to reduce distorted 
images has been incorporated in our proposed 
architecture as mentioned in JPEG2000. This 
architecture has been described in VHDL at the RTL 
level and simulated successfully using ModelSim 
simulation environment. 

 
Keywords – Lifting, DWT, DWT architecture, 

JPEG 2000. 
 

1. INTRODUCTION 
 

The discrete wavelet transform (DWT) is widely 
used in many fields such as image compression and 
signal analysis [1]. For example, JPEG2000, one of the 
popular image formats, includes DWT for compression 
[2]. Since the DWT is a very computation-intensive 
process, the study of its hardware implementation has 
gained much importance. Several DWT architectures 
have been proposed [3] using the filter convolution. A 
new scheme, termed lifting-based scheme [4] that often 
requires less computation, has been proposed for 
constructing biorthogonal wavelets. 

Several architectures have been proposed for the 
efficient computation of 1-D and 2-D DWT [5-7] based 
on the lifting scheme. The multilevel architecture 
proposed in [5] requires changes in the architecture 
design for different number of level of DWT 
computation even though it computes the coefficient 

faster. In this paper, we propose lifting-based 
architecture that performs one level of DWT at a time 
and the architectures mentioned in [6, 7] computes 
DWT in the same fashion. The proposed architecture 
performs both forward and inverse DWT when the 
signal is symmetrically extended.  

This paper is organized as follows: in Section 2, the 
DWT and the lifting scheme are introduced briefly. The 
redundancy in arithmetic operation involved in DWT is 
briefly discussed in Section 3. The proposed architecture 
for lifting-based DWT is described in detail in Section 4. 
Section 5 describes the performance comparison. A 
conclusion is given in Section 6. 
 

2. BACKGROUND 
 
2.1. DWT 

DWT analyzes the data at different frequencies with 
different time resolutions [1]. Fig. 1 shows the DWT 
decomposition of the image. The DWT decomposition 
involves low-pass ‘l’ and high-pass ‘h’ filtering of the 
images in both horizontal and vertical directions. After 
each filtering, the output is down-sampled by two. 
Further decomposition is done by applying the above 
process to the LL sub-band. 

 
2.2 Lifting Scheme 

The lifting scheme has been developed by Sweldens 
[4] as an easy tool to construct the second generation 
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wavelets. The scheme consists of three simple stages: 
split, predict (P) and update (U). In the split stage, the 
input sequence xj,i is divided into two disjoint set of 
samples, even indexed samples (even samples) xj,2i and 
odd indexed samples (odd samples) xj,2i+1. In the predict 
stage, even samples are used to predict the odd samples 
based on the correlation present in the signal. The 
differences between the odd samples and the 
corresponding predicted values are calculated and 
referred to as detailed or high-pass coefficients, dj-1,i. 
The update stage utilizes the key properties of the 
coarser signals i.e. they have the same average value of 
the signal. In this stage, the coarse or low-pass 
coefficient xj-1,i is obtained by updating the even samples 
with detailed coefficient. The block diagram of the 
lifting based DWT is shown in Fig. 2. 

 
3. ARITHMETIC IN LIFTING DWT 

 
The lifting scheme provides many advantages, such 

as fewer arithmetic operations, in-place implementation 
and easy management of boundary extension compared 
to convolution based DWT architectures. For simplicity, 
we use the popular bi-orthogonal wavelet (5,3) filter, 
adopted in JPEG 2000, in order to explain the 
redundancy in the arithmetic operation involved in the 
calculation of the lifting-based DWT computation. The 
calculation of high-pass and low-pass coefficients for 
two consecutive values for (5,3) wavelet is shown 
below: 
 

dj-1,i =  xj,2i+1 + α (xj,2i) + α (xj,2i+2),  (1) 
       dj-1,i+1 =  xj,2i+3 + α (xj,2i+2) + α (xj,2i+4),  (2) 
 
       xj-1,i = xj,2i + β (dj-1,i-1) + β (dj-1,i),  (3) 
       xj-1,i+1 = xj,2i+2 + β(dj-1,i) + β (dj-1,i+1),  (4) 
 
where α and β are the (5,3) filter coefficients. From the 
equations (1) and (2), it is found that the product value 
of α times xj,2i+2 calculated at the particular clock cycle is 
required at the next clock cycle. Similarly from 
equations (3) and (4), the product value of β times dj-1,i 
at the particular clock cycle is required at the next clock 
cycle. Therefore, in the proposed architecture for the 
predict module calculation, we perform one 
multiplication in each cycle for calculating [α(xj,2i+2)] 

and the other value  [α(xj,2i)] can be obtained from 
previous clock cycle, instead of performing two 
multiplications in every clock cycle as mentioned in [7]. 
Also, the proposed architecture needs only one 
multiplier in the update module. Similarly, the proposed 
architecture needs two multipliers each for predict and 
update modules in the case of (13,7) wavelet. Thus, the 
proposed architecture utilizes the redundancy of the 
above mentioned arithmetic operation reducing the 
number of multipliers required. 
 

4. THE PROPOSED ARCHITECTURE 
 

The proposed DWT architecture consists of predict 
module, update module, address generation module, 
control unit and a set of registers to establish data 
communication between the modules. This architecture 
can be used to carry out both forward and inverse 
discrete wavelet transform. 
 
4.1 Predict Module 

The predict module for (5,3) wavelet is shown in 
Fig. 3. Initially, the input register R1 is loaded with the 
even sample from the input RAM. In the meantime, the 
predict filter coefficient ‘α’ and the corresponding odd 
sample are made available to calculate the detailed 
coefficient dj-1,i. The second register R2 stores the output 
of the multiplier in the current cycle and in the meantime 
the register R2 supplies the multiplier output obtained in 
the previous cycle. Thus, we reduce the number of 
multipliers required for predict operation for (5,3) 
wavelet to one whereas the number required for the 
architecture described in [7] is two. Similarly, for (13,7) 
wavelet, only two multipliers required for predict 
module instead of four. For (5,3) wavelet, we can use 
shifters instead of multipliers. 
 
4.2 Update Module 

The structure of the update module for (5,3) wavelet 
is shown in Fig. 4. The input register R1 is loaded with 
the even sample. In the next clock cycle, the multiplier 
is fed with the detailed coefficient and the update 
coefficient ‘β’ and the output of the multiplier is fed to 
both the adders as shown in Fig. 4. Similarly, for (13,7) 
wavelet, we need only two multipliers for update 
module. In this case also, we can use shifters instead of 
multipliers for (5,3) wavelet. 

 
4.3 Address Generation Module (AGM) 

The AGM generates appropriate read and write 
addresses for both even and odd samples to the input 
RAM as shown in Fig. 5. 

As mentioned in JPEG2000 [2], the signal is 
symmetrically extended by two signal values to the left 
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Fig.2: Lifting-based Forward DWT 



side and by one signal value on the right side for (5,3) 

wavelet to reduce artifacts at the boundary. The 
boundary treatment problem is solved by passing proper 
start address (start_odd_addr and start_even_addr) of 
the input signal and increment values (incr_even_addr 
and incr_odd_addr) to the AGM. Let us assume a signal 
of length 64 and perform the first level of DWT 
computation. If the signal is symmetrically extended as 
mentioned in JPEG2000, the signals start_even_addr 
and start_odd_addr are set to two and one respectively. 
The update_address signal is set to one for the first clock 
cycle.

 
In this clock cycle, the registers Re and Ro are set with 
the start_even_addr and start_odd_addr respectively. 
These registers store the output of the adders from the 
next clock cycle onwards. The incr_even_addr and 
incr_odd_addr signals are set to ‘-2’ and ‘0’ when DWT 
computation is carried out on the symmetrically 

extended signals on the left side of the signal. The 
incr_even_addr and incr_odd_addr signals are set to two 
when the decomposition is carried out on the signal and 
both set to zero when the DWT computation is carried 
out on the symmetrically extended signals at the right 
side of the signal. The selection of even and odd 
samples from the symmetrically extended signal to 
complete first level of DWT computation for this 
example is shown in Fig. 6. The LL subband is 
decomposed in each level of decomposition in DWT. 

The modules are integrated for (5,3) wavelet as 
shown in Fig. 7 with the set of registers. In this 
architecture, we use dual-port input RAM and it 
operates twice as fast as the system clock frequency to 
obtain the detailed coefficient and the coarse coefficient 
at every clock cycle. The forward or inverse DWT is 
selected based on the value of the fw_iv signal (1 or 0). 
The mem_rd_odd_addr and mem_wr_odd_addr provide 
addresses to read odd samples and to write coarse 
coefficients respectively. Similarly, the 
mem_rd_even_addr and mem_wr_even_addr provide 
addresses to read even samples and to write detailed 
coefficients respectively. 

 
5. PERFORMANCE MEASURES 

 
We have developed VHDL model of the proposed 

architecture at the RTL level and successfully simulated 
using ModelSim simulation environment. The 
performance analysis is performed in terms of hardware 
(number of multipliers required) requirement and 
computation time for (5,3), (9,7) and (13,7) wavelets. 
Because the set of registers controlled by the clock is 
employed, the architecture does not require any extra 
memory/FIFO to store the intermediate results. Table 1 
provides the comparative evaluation of the proposed 
architecture with other architectures [6], [7] in terms of 
area and computation time for one level of 
decomposition of the signal of size NxN.  
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The proposed architecture needs less number of 
multipliers compared to other architectures proposed in 
[6], [7]. The architecture proposed in [6] has better 
computation time than the proposed architecture in the 
case of (5,3) and (9,7) wavelets but it requires same 
computation time approximately as the proposed 
architecture for (13,7) wavelet. Furthermore the 
architecture proposed in [6] requires greater hardware 
area. The main advantage of the proposed architecture is 
that it utilizes less number of multipliers compared to 
other architectures. 

 
Table 1.  Performance of the proposed architecture 

 Multipli-
er/shifter 

Adder Intermedi-
ate memory 

Computa- 
tion time 

(5,3) Wavelet 
Proposed 2 4 None ≈(NxN) 
Andra[6] 4 8 Required ≈(N/2)xN 
Kuzma[7] 4 4 FIFO reqd. ≈(NxN) 

(9,7) Wavelet 
Proposed 4 8 None ≈(NxN) 
Andra[6] 4 8 Required ≈(N/2)xN 
Kuzma[7] 8 8 FIFO reqd. ≈(NxN) 

(13,6) Wavelet 
Proposed 4 8 None ≈(NxN) 
Andra[6] 8 16 Required ≈(NxN) 
Kuzma[7] 8 8 FIFO reqd. ≈(NxN) 
 

6. CONCLUSION 
 
In this paper, an efficient DWT architecture utilizing 
less hardware area has been proposed. Based on the 
proposed architecture, we used registers to reduce 
number of multipliers required and to avoid using any 

external memory to store the intermediate results. We 
compared our architecture with other architectures and 
shown that the proposed architecture utilizes less 
hardware area. Our future work will be concerned with 
the development of an “FPGA-based image 
compression,” based on the proposed DWT architecture. 
 

7. REFERENCES 
 
[1] O. Rioul and M. Vetterli, “Wavelets and Signal 
Processing,” IEEE Signal Processing, vol. 8, issue: 4, 
pp. 14-38, Oct. 1991. 
[2] ISO/IEC. International Standard, 15444-1: 2000(E), 
JPEG2000 Image Coding System – Part I Core coding 
system. 
[3] C. Chakrabarti, M. Vishwanath, and R. M. Owens, 
“Architectures for wavelet transforms: A survey,” J. 
VLSI Signal Process., vol. 14, pp.171–192, 1996. 
[4] W. Sweldens, “The lifting scheme: A construction of 
second-generation wavelets,” SIAM J. Mathematical 
Analysis, vol. 29, no.2, pp. 511–46, 1997. 
[5] P. Chen, “VLSI implementation for one-dimensional 
multilevel lifting-based wavelet transform,” IEEE Trans. 
on Computers, vol.53, no.4, pp.386-398, April 2004. 
[6] K. Andra, C. Chakrabati and T. Acharya, “A VLSI 
Architecture for Lifting-based Forward and Inverse 
Wavelet Transform,” IEEE Trans. on Signal Processing, 
vol.50, no.4, pp966-977, April 2002. 
[7] G.Kuzmanov, B. Zafarifar, P. Shrestha, 
S.Vassiliadis, “Reconfigurable DWT Unit Based on 
Lifting,” Proc. 13th Annual Workshop on Circuits, 
Systems, and Signal Processing (ProRISC2002), 
Veldhoven, The Netherlands, pp.325-333,No.2002. 

 
 

Update 

 x

 
Predict 

xj-1,idj-1,i

xj,2i

dj-1,ixj,2i+1

j,2i

0 

1

fw_iv 

1

0 

data_a 

data_b 

addr_b 

addr_a 

1

0 

0 

1

D 
C 

B 
A 

1

1

1

1

0

00

0

fw_iv 

 
 
 
 
Input 
RAM 

R

2R

2R

fw_iv 

Fig.7: Architecture of (5,3) wavelet transform (A – mem_rd_even_addr, B – mem_wr_even_addr, C –    
 mem_wr_odd-addr, D – mem_rd_even_addr, nR – ‘n’ number of registers connected in series) 


	Index
	ICME 2005

	Conference Info
	Welcome Messages
	Venue Access
	Committees
	Sponsors
	Tutorials

	Sessions
	Wednesday, 6 July, 2005
	WedAmOR1-Action recognition
	WedAmOR2-Video conference applications
	WedAmOR3-Video indexing
	WedAmOR4-Concealment &amp; information recovery
	WedAmPO1-Posters on Human machine interface, interactio ...
	WedAmOR5-Face detection &amp; tracking
	WedAmOR6-Video conferencing &amp; interaction
	WedAmOR7-Audio &amp; video segmentation
	WedAmOR8-Security
	WedPmOR1-Video streaming
	WedPmOR2-Music
	WedPmOR3-H.264
	WedPmSS1-E-meetings &amp; e-learning
	WedPmPO1-Posters on Content analysis and compressed dom ...
	WedPmOR4-Wireless multimedia streaming
	WedPmOR5-Audio processing &amp; analysis
	WedPmOR6-Authentication, protection &amp; DRM
	WedPmSS2-E-meetings &amp; e-learning -cntd-

	Thursday, 7 July, 2005
	ThuAmOR1-3D
	ThuAmOR2-Video classification
	ThuAmOR3-Watermarking 1
	ThuAmSS1-Emotion detection
	ThuAmNT1-Expo
	ThuAmOR4-Multidimensional signal processing
	ThuAmOR5-Feature extraction
	ThuAmOR6-Coding
	ThuAmSS2-Emotion detection -cntd-
	ThuPmOR1-Home video analysis
	ThuPmOR2-Interactive retrieval &amp; annotation
	ThuPmOR3-Multimedia hardware and software design
	ThuPmSS1-Enterprise streaming
	ThuPmNT1-Expo -cntd-
	ThuPmOR4-Faces
	ThuPmOR5-Audio event detection
	ThuPmOR6-Multimedia systems analysis
	ThuPmOR7-Media conversion
	ThuPmPS2-Keynote Gopal Pingali, IBM Research, &quot;Ele ...

	Friday, 8 July, 2005
	FriAmOR1-Annotation &amp; ontologies
	FriAmOR2-Interfaces for multimedia
	FriAmOR3-Hardware
	FriAmOR4-Motion estimation
	FriAmPO1-Posters on Architectures, security, systems &a ...
	FriAmOR5-Machine learning
	FriAmOR6-Multimedia traffic management
	FriAmOR7-CBIR
	FriAmOR8-Compression
	FriPmOR1-Speech processing &amp; analysis
	FriPmSS1-Sports
	FriPmOR2-Hypermedia &amp; internet
	FriPmOR3-Transcoding
	FriPmPO1-Posters on Applications, authoring &amp; editi ...
	FriPmOR4-Multimedia communication &amp; networking
	FriPmOR5-Watermarking 2
	FriPmSS2-Sports -cntd-
	FriPmOR6-Shape retrieval


	Authors
	All authors
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J
	K
	L
	M
	N
	O
	P
	Q
	R
	S
	T
	U
	V
	W
	X
	Y
	Z

	Papers
	Papers by Session
	All papers
	Papers by Topic

	Topics
	1 SIGNAL PROCESSING FOR MEDIA INTEGRATION
	1-CDOM Compressed Domain Processing
	1-CONV Media Conversion
	1-CPRS Media Compression
	1-ENCR Watermarking, Encryption and Data Hiding
	1-FILT Media Filtering and Enhancement
	1-JMEP Joint Media Processing
	1-PROC 3-D Processing
	1-SYNC Synchronization
	1-TCOD Transcoding of Compressed Multimedia Objects
	2 COMPONENTS AND TECHNOLOGIES FOR MULTIMEDIA SYSTEMS
	2-ALAR Algorithms/Architectures
	2-CIRC Low-Power Digital and Analog Circuits for Multim ...
	2-DISP Display Technology for Multimedia
	2-EXTN Signal and Data Processors for Multimedia Extens ...
	2-HDSO Hardware/Software Codesign
	2-PARA Parallel Architectures and Design Techniques
	2-PRES 3-D Presentation
	3 HUMAN-MACHINE INTERFACE AND INTERACTION
	3-AGNT Intelligent and Life-Like Agents
	3-CAMM Context-aware Multimedia
	3-CONT Presentation of Content in Multimedia Sessions
	3-DIAL Dialogue and Interactive Systems
	3-INTF User Interfaces
	3-MODA Multimodal Interaction
	3-QUAL Perceptual Quality and Human Factors
	3-VRAR Virtual Reality and Augmented Reality
	4 MULTIMEDIA CONTENT MANAGEMENT AND DELIVERY
	4-ANSY Content Analysis and Synthesis
	4-AUTH Authoring and Editing
	4-COMO Multimedia Content Modeling
	4-DESC Multimedia Content Descriptors
	4-DLIB Digital Libraries
	4-FEAT Feature Extraction and Representation
	4-KEEP Multimedia Indexing, Searching, Retrieving, Quer ...
	4-KNOW Content Recognition and Understanding
	4-MINI Multimedia Mining
	4-MMDB Multimedia Databases
	4-PERS Personalized Multimedia
	4-SEGM Image and Video Segmentation for Interactive Ser ...
	4-STRY Video Summaries and Storyboards
	5 MULTIMEDIA COMMUNICATION AND NETWORKING
	5-APDM Multimedia Authentication, Content Protection an ...
	5-BEEP Multimedia Traffic Management
	5-HIDE Error Concealment and Information Recovery
	5-QOSV Quality of Service
	5-SEND Transport Protocols
	5-STRM Multimedia Streaming
	5-WRLS Wireless Multimedia Communication
	6 SYSTEM INTEGRATION
	6-MMMR Multimedia Middleware
	6-OPTI System Optimization and Packaging
	6-SYSS Operating System Support for Multimedia
	6-WORK System Performance
	7 APPLICATIONS
	7-AMBI Ambient Intelligence
	7-CONF Videoconferencing and Collaboration Environment
	7-CONS Consumer Electronics and Entertainment
	7-EDUC Education and e-learning
	7-SECR Security
	7-STAN Multimedia Standards
	7-WEBS WWW, Hypermedia and Internet, Internet II

	Search
	Help
	Browsing the Conference Content
	The Search Functionality
	Acrobat Query Language
	Using the Acrobat Reader
	Configuration and Limitations

	Copyright
	About
	Current paper
	Presentation session
	Abstract
	Authors
	Kaamran Raahemifar
	Aroutchelvame Mayilavelane



