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ABSTRACT
In this paper, we propose a rewritable data embedding scheme
on MPEG coded data domain for content managements in-
cluding DRM, content controlling and indexing. Data em-
bedding is performed in a block by block basis, where the
length of zero run and the value of dummy AC component
of quantized DCT coefficients are used as a data carrier. In
the detection process, we can reconstruct the MPEG coded
data that is very close to the original one, which enables us
not only to rewrite embedded data but also retain the orig-
inal MPEG video quality. In the experiment, we show that
up to a few kbits/frame data embedding without any large
PSNR penalty and data recovery can be realized using typi-
cal MPEG-1 coded stream.

1. INTRODUCTION

Recently, various kinds of data hiding techniques for multi-
media contents have been actively studied aiming for such
purposes as secret communication, copyright protection, tam-
per detection, and attachment of attribute information[1][2]
[3][4]. Data carrier for these data hiding can be classified
into the following four groups; (i) time domain samples
such as pixels, (ii) frequency domain components after or-
thogonal transform such as FFT, (iii) statistics such as his-
togram, and (iv) coded data itself such as JPEG and MPEG.

Since MPEG and JPEG are widely used for compression
of video and image data, coded data domain data hiding has
been also studied recently. For example, Takagi et al. [5]
proposed a data embedding scheme on MPEG coded data,
which uses the last AC component (the 63rd one) of each
block only in I-picture frames. Although this scheme can
achieve rewritable data embedding and high image quality,
the total payload (total amount of data embedded) is very
limited, 11 bytes per frame typically, and total bit count
of coded data is also increased significantly. On the other
hand, Miyake et al. [6] proposed a data embedding scheme
on JPEG codes for steganography purposes, which can in-
crease the payload considerably while keeping thestatistics
of the original content. Although this scheme keeps the dis-
tribution of frequency components apparently similar to the

original one that is a suitable feature for steganograply, we
can no longer reconstruct the original codes after embed-
ding.

Since rewritable data embedding is useful when data up-
dating is required for DRM, content controlling, and in-
dexing purposes, practical data embedding and decoding
scheme in terms of data hiding rate, coded data amount vari-
ation, and picture quality variation for rewriting data would
be required. In this paper, we propose a novel rewritable
data embedding scheme on MPEG coded data domain. This
scheme can achieve quite fast data embedding and detec-
tion because only partial decoding and encoding of MPEG
coded data are required. Basically, data hiding is achieved
block by block by using the length of zero run and the value
of dummy AC component based on the position of the last
non-zero AC component as a data carrier. In the detection
process, we can specify the correct position of final non-
zero AC component in most cases, and therefore very close
MPEG coded data to the original MPEG data can be recon-
structed and picture quality can be maintained after the data
embedding.

2. PROPOSED SCHEME

2.1. Data Embedding

As for MPEG compressed domain data embedding, sev-
eral types of coding parameters can be used. Here, we use
DCT coefficients as data carrier since more flexible data em-
bedding can be expected in 8×8 block based DCT domain
rather than in 16×16 block based motion compensation do-
main. We denote each 8×8 block pixels, its corresponding
DCT components and their quantized values as fij(i, j =
0, 1, · · · , 7), Fuv(u, v = 0, 1, · · · , 7) and Ruv(u, v = 0, 1,
· · · , 7), respectively. Rk(k = 0, 1, · · · , 63) are one-dimen-
sional values of Ruv(u, v = 0, 1, · · · , 7) after ZigZag scan-
ning. R0 (DC component) is separately coded by the pre-
dictive coding scheme in case of I-picture encoding while it
is coded together with other AC components (R1 to R63) in
P-picture and B-picture encoding.

At first, we seek the position p(0 ≤ p ≤ 63) of the last
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non-zero AC component in Rk(k = 0, 1, · · · , 63). In this
work, we use the length of zero run from p to the position p′

where a dummy non-zero AC component is attached after
p, and the value Rp′ of the dummy component as a data
carrier. Before embedding, we set a marking position Pm

for data embedding as

Pm = 63 − 2α, (1)

which ensures to embed α bits after p by using the length
of zero run. If p ≥ Pm, which means the last non-zero AC
component exists after Pm, we set Rk = 0(k = Pm, Pm+1,
· · · , 63), and again seek the position p of the last non-zero
AC component within the range of k < Pm. Only in this
case, we may lose the original information in MPEG coded
data, which may not be the cases when α is small values
such as 1∼3.

After seeking the position p in Rk, we embed data by us-
ing p′ − p and Rp′ as follows. Here we prepare a sequence
of binary data B = br(r = 0, 1, · · ·) ∈ {0, 1}. First, we ex-
tract α and β bits successively from B and transform them
to decimal numbers Nα and Nβ , respectively. Then we de-
termine the position of p′ and the value of Rp′ , for example,
as

p′ = p + Nα + 1, (2)

and {
Rp′ = −2β−1 + Nβ (Nβ < 2β−1) (3)

Rp′ = −2β−1 + Nβ + 1 (Nβ ≥ 2β−1), (4)

respectively. Note that Rp′ should become to a non-zero
value in Eqs.(3)∼(4). In this way, we embed α + β bits
of binary data B in {Ruv} for a current block {fij}. This
procedure is repeated for all the blocks in every frame of
the content, and the MPEG codes are partially re-encoded
accordingly.

2.2. Data Detection

As for the detection of embedded data from MPEG com-
pressed data, quantized DCT coefficients Rk(k = 0, 1, · · ·
, 63) are recovered for the current block, which can be done
without dequentization and inverse DCT. Then, we find the
positions of the last and the one before the last non-zero
AC components, and set them to p′(0 ≤ p′ ≤ 63) and
p(0 ≤ p ≤ 63, p < p′), respectively.

Then, we can first detect α bits of the embedded data
from the length of zero-run between p′ and p. That is, a
decimal number Nα is obtained from Eq.(5),

Nα = p′ − p − 1, (5)

and α bits of binary data can be recovered from Nα. Sec-
ondly, we can detect β bits of partial data embedded from

the value of Rp′ . That is, a decimal number Nβ can be ob-
tained in the following equations,{

Nβ = Rp′ + 2β−1 (Rp′ < 0) (6)

Nβ = Rp′ + 2β−1 − 1 (Rp′ > 0), (7)

and β bits of binary data can be recovered. In this way, we
can detect α + β bits of data from partially decoded {Rk}
for the current block. This detection procedure is repeated
for all the blocks in every frame of the content, and then
the entire binary data B = br(r = 0, 1, · · ·) can be recon-
structed.

2.3. Reconstruction of Original Codes

As mentioned in section 2.1, the last non-zero AC com-
ponent Rp′ in Rk(k = 0, 1, · · · , 63) is a dummy compo-
nent for data embedding and the previous one Rp can be
considered as the “true” last non-zero component in most
cases. Thus, we can reconstruct MPEG coded data that
is almost the same as the original ones by just discarding
the attached dummy component Rp′ in {Rk}. Therefore, a
video decoder which includes this code recovery function
can playback the content with almost the same quality as
that of original MPEG data. On the other hand, although
normal MPEG decoder can also playback the data embed-
ded content, playback quality may be degraded when com-
pared with the original MPEG data.

This model is slightly different from other approaches
where the playback quality of data embedded contents using
normal decoder is basically the same as that of the original
contents. However, these models are for write-once type
of data embedding and therefore the reconstruction of the
original MPEG coded data is difficult. On the other hand,
the proposed method can realize the reconstruction of the
original MPEG data, and therefore it can provide rewriting
of data embedding. Although the original MPEG picture
quality is not maintained in the data embedded stream when
the normal MPEG decoder is used, its quality can be recov-
ered when the normal MPEG decoder is used after MPEG
data is reconstructed, or when the MPEG decoder with data
reconstruction function is used.

2.4. Embedding Parameters

In 2.1 we use two parameters α and β to control the pay-
load. Obviously, we can increase the payload as we increase
α+β. However, we should be also careful about the degra-
dation of picture quality as well as the increase of coded data
due to data embedding. Here, we prepare two parameters to
control picture quality and coded data amount. The distri-
bution of frequency components {Ruv} may sometimes be
extremely concentrated in low frequency band in flat region,
for example. In this case Rp will be placed in low frequency



band as well, which may cause serious degradation of im-
age quality by data embedding. Thus, we set a parameter
PQ, and use the length of zero-run p′−PQ instead of p′−p
as a data carrier if p < PQ. Also, in case of p < PQ, the
zero-run between p and p′ may become excessively long
by embedding (attaching a dummy AC component), which
may cause serious increase of codes. To avoid this, we pre-
pare another parameter PC , and skip the data embedding if
p − PQ > PC .

3. PERFORMANCE EVALUATION

In our computer simulation, we used MPEG-1 encoder cod-
ing at 1.5[Mbit/s] with “Flower Garden” (SIF size: 352 ×
240 pixels, 150 frames, I:B:P=1:10:4 frames) as a test se-
quence. Table 1 shows the results of payload for each pic-
ture type when varying α + β values at PQ = 10 and
PC = 5. It can be seen that the payload increases almost
linearly as we increase α+β. Although it depends on bit al-
location of rate control mechanism, the size of payload in I-
picture and P-picture is much larger than that of B-picture as
expected. Table 2 shows PSNR difference when the embed-

Table 1. Payload per frame for α + β [bits/f]
α + β I-picture P-picture B-picture

1 1,532 1,268 476
2 3,064 2,536 952
3 4,600 3,800 1.432
4 6,136 5,072 1,880
5 7,664 6,312 2,264

(PQ = 10, PC = 5, CR=1.5[Mbps])

ded MPEG data and the original MPEG data are compared
varying α and β values. The other conditions are the same
as that of Table 1. In the table, the upper columns indicate
the results without code recovery function (i.e when normal
MPEG decoder is used.), whereas the lower columns show
the results with code recovery function as mentioned in 2.3.
From these results, PSNR difference is kept small with code
recovery function even when α and β are increased except
α = 4. Table 2 also shows the increase of MPEG coded
data amount. We can see that the data embedding results
in about 5∼8% increase in the coded data amount while the
code recovery results in almost the same or little bit less size
than the original size.

Next we show some results on the effect of the perfor-
mance by other parameters, PQ and PC . Fig.1 shows the
amount of payload when PQ value is changed at α=β=1.
From the figure, it can be seen that the payload decreases
in all kinds of pictures as we increase PQ, for example, the
amount of payload becomes about half at PQ = 40 when
compared with PQ = 10. Fig.2 shows the PSNR results for
the same condition as Fig.1. It is noted that PSNR variation
is small when PQ is changed from 10 to 40. This means

Table 2. PSNR difference and the increase of coded data
amount when varying α and β values

β α
code PSNR difference [dB] codes
recov. I-picture P-picture B-picture [%]

1

1
OFF -1.433 -1.499 -1.158 +5.4
ON -0.028 -0.021 -0.012 ± 0

2
OFF -1.444 -1.522 -1.151 +6.2
ON -0.042 -0.032 -0.019 -0.2

3
OFF -1.611 -1.678 -1.247 +5.4
ON -0.284 -0.248 -0.150 -2.5

4
OFF -2.241 -2.342 -1.692 +2.5
ON -1.067 -1.042 -0.677 -7.8

2
1

OFF -2.523 -2.787 -2.115 +6.8
ON -0.028 -0.021 -0.012 ± 0

2
OFF -2.434 -2.712 -2.025 +8.3
ON -0.042 -0.032 -0.015 -0.2
(PQ = 10, PC = 5, CR=1.5[Mbps])

that PSNR penalty can be kept small even when the amount
of payload becomes large by decreasing PQ value. Fig.3
shows the variation of coded data amount when changing
PC values. It can be seen that the coded data amount in-
creases as we increase PC because the number of skipping
will be decreased.

Furthermore, we show the results on the payload as we
change the coding rate CR in Fig.4, where α=β=1, PQ =
30, and PC = 5. As we can see in the figure, the payload
increases linearly in all kinds of pictures because the num-
ber of coded DCT coefficients increases. Therefore, higher
CR can realize larger data payload in our scheme. Fig.5
shows the PSNR results under the same condition as Fig.4.
From these figures, it can be seen that both the PSNR and
the amount of embedded data can be scalably increased as
we increase coding bit rate.

4. APPLICATION TO INDEXING

We have developed MPEG video player application soft-
ware with indexing capability using the proposed data em-
bedding scheme. Fig.6 shows one of the examples where
spotlighting information is embedded in the MPEG stream.
When normal MPEG player playbacks this content, video
can be viewed without any indexing including a spotlight.
On the other hand, when the MPEG player with the em-
bedded data detection function is used, users can playback
video with specific indexing information such as a spotlight,
where the position and spotlight mask information are em-
bedded for each frame as an example. By including several
indexing information in the embedded data, users can in-
teractively select indexing information and use it for video
playback. For example, secret text, figure data, and/or any
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Fig. 6. An example of the way of us-
ing index information (partially spot-
lighted an important object)

object data can be inserted in a specified frame. Although
for these applications, meta data file can be separately pre-
pared and used with video playback, content management
would be much convenient if video content itself contains
all the necessary information for indexing, for example. The
simplest way for this is the use of user data area in MPEG
data. However, when a content provider want to keep these
information from any manipulation by a third party, data
hiding with rewriting capability mentioned above would be
considered as an appropriate approach.

5. CONCLUSIONS

We proposed a rewritable data embedding scheme on MPEG
coded data domain. This scheme can realize very fast data
embedding and detection due to the use of quantized DCT
coefficient as a data carrier. It is shown in the experiments
that users can control the amount of payload, picture qual-
ity, the amount of coded data by adjusting a few parameters
in this scheme. It is also shown that almost the same MPEG
coded data as the original one can be successfully recon-
structed, which enables embedded data rewriting. We also
addressed on the video playback software with video index-
ing capability using the embedded data.
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