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Abstract 
In the upcoming video coding standard, MPEG-4 
AVC/JVT/H.264, motion estimation is allowed to use 
multiple references and multiple block sizes to improve 
the rate-distortion performance. However, full exhaustive 
search of all block sizes is computational intensive with 
complexity increasing linearly to the number of allowed 
reference frame and block size. In this paper, a novel 
search algorithm, Three Dimensional Predict Hexagon 
Search (3DPHS) is proposed. The 3DPHS patterns 
depend on the characteristics of motion vector 
distribution. It can predict the hexagon search pattern in 
horizontal or vertical direction. The proposed algorithm 
also considered the characteristics of multiple references 
and multiple block sizes in H.264. It can save all the 
same level search points for higher definition video 
sequences. The analysis shows that the speed 
improvement of 3DPHS over the Diamond Search (DS) 
and the Hexagon Based Search (HEXBS) is about 58% 
and 53% respectively. 
 

1. Introduction 
H.264 will be a new international video coding standard 
of ITU-T and is jointly being made by ITU-T Video 
Coding Experts Group (VCEG) and ISO/IEC MPEG 
video group, named as Joint Video Team (JVT). The 
main goals of this standardization are to develop a simple 
and straightforward video coding design with enhanced 
compression performance. Compared to MPEG-4 
advanced simple profile, up to 50% of bit-rate reduction 
can be achieved. Such improvement is come from the 
prediction part [1]. Especially, motion estimation at 
quarter-pixel with variable block size and multiple 
reference frames greatly reduces prediction errors. 
Fig. 1 illustrates the H.264 encoder which can use seven 
different block types and multiple references for motion 
estimation and compensation. Simulation result shows 
that using seven different block sizes can save more than 
15% of bit rate compared with only using 16x16 block 
size. It can also save about 5~10% of bit rate when using 
multiple reference frames. However, the processing time 
increases linearly with the number of block type and 
multiple reference frame used. 
By exhaustively testing on all the candidate blocks 
(examine all seven block modes and reference frames), 
Full Search (FS) algorithm gives the global Minimum 
Block Distortion (MBD) position which corresponds to 
the best matching  block at the expense of highly 
computation. To overcome this defect, many fast BMAs 

are developed such as Diamond Search (DS) [2], 
Hexagon Based Search (HEXBS) [3] and Predict 
Hexagon Search (PHS) [7]. 
In this paper we propose a new Three Dimensional (3D) 
predict hexagon search algorithm. Compared with the 
original PHS [7], the 3D consideration indicates the three 
critical predictions on the object movement in vertical 
and horizontal directions, the search center with variable 
block sizes and the search center with multiple reference 
frames. Two different search patterns are used to reduce 
the search points. In addition, the analysis of motion 
vector distribution is used to make a local search range. 
The extend method can cause our search center more 
closely to the object we want to search. The results show 
our proposed 3DPHS algorithm reduces the search points 
greatly compared to DS and HEXS, while still maintain 
the same PSNR with image quality. This paper is 
organized as follows. In Section 2 the characteristics of 
motion vector distribution, multiple references and 
multiple block sizes are analyzed. The PHS algorithm is 
described in Section 3. In Section 4 the simulation results 
are reported and the conclusions are given in Section 5. 
 

 

Fig. 1 Multiple references and multiple block sizes in 
H.264. 

 
2. Characteristics of Motion Estimation on 

H.264 
2-1 Characteristics of motion vector distribution 
Table 1 shows the analysis on the motion vector 
probabilities based on 8 well-known sequences. These 
sequences are classified to QCIF and CIF size. Table 2 
shows the average MV distribution using 8 QCIF/CIF 
test image sequence with search range of ±16. The row 
topic means the absolute of MVx, the column topic 
means the absolute of MVy. From this analysis we can 
see that the probability of the zero motion vectors is 
about 65%, and the probability to obtain the best motion 
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vector within the 5x5 area is more than 85%. On the 
other hand we can see that the probability for the rood 
side is higher than the probability for the corner side. By 
using this characteristic, we can search the rood side in 
±2 first to save the search points. 

Table 1 Image sequence used in analysis. 

 
 

Table 2 Average distribution at absolute distance |r| from 
the center of the search grid by using 8 QCIF/CIF 
image sequence for search window ±16. 

 
2-2. Characteristics of Multiple References and 
Multiple Block sizes  
In H.264, we can use more than one reference frame. Fig. 
2 shows the relationship of multiple references. As 
shown in the figure, the object moved from the up-right 
at previous frame (N-2) to the bottom-left at current 
frame (N). In the encoding process, we should refer the 
frame (N-1) first, and then refer the frame (N-2). If the 
distance of the object from current frame (N) to the 
previous frame (N-1) is X, and the distance of the object 
from current frame (N) to the previous frame (N-2) is Y, 
then we can get that the distance of the object from 
previous frame (N-1) to the previous frame (N-2) is Y-X. 
Thus, if we set the search center at the coordinate which 
we find at previous frame, we can save more search 
points. 
 

 
Fig. 2 TThhee  rreellaattiioonnsshhiipp  ooff  mmuullttiippllee  rreeffeerreenncceess    

  
There are seven types of block size can be used in H.264 
encoding process. So it must have some relationships 

between the different kinds of block size. Fig. 3 shows 
the relationship of multiple block size. As we known, the 
16x16 block size can be divided to 16x8, 8x16 and 8x8. 
The shape of upper-left 8x8 is the same as the left side of 
upper 16x8, up side of left 8x16 and the up-left side of 
16x16. Thus, if the best coordinate of the upper-left 8x8 
is found, the best coordinate of the upper 16x8, left 8x16 
and 16x16 may be close to the best coordinate of the 
upper-left 8x8. If we utilize this characteristic we can 
save more search points. 
 

 
Fig. 3 The relationship of multiple block size 

 
3. 3D Predict Hexagon Search algorithm 

In combination of the above three results, we proposed a 
new search pattern which can search the rood side in ±2 
first and also predict the shape of the hexagon in the 
same time. 
 
3-1. Predict Hexagon Search Pattern 
The predict hexagon search pattern is shown in Fig. 4. 
Fig.3 (a) shows a small predict hexagon search pattern 
(SPHSP) contains 5 checking points (left, right, up, down 
dots with distance 1 around the center dot). This is 
applied in the first, second and final step search pattern. 
 

   
(a) (b)                           (c) 

Fig. 4 PHS pattern: (a) Small PHS pattern (SPHSP)  
(b) Vertical Large PHS pattern (Vertical LPHSP) 
(c) Horizontal Large PHS pattern (Horizontal 
LPHSP). 

 
Fig.3 (b) and (c) illustrate the large predict hexagon 
search pattern which contains 7 checking points. The 
vertical large predict hexagon search pattern (LPHSP) is 
used when the object is moving in the vertical direction. 
It excludes the right and left edge points. The horizontal 
LPHSP is used when the object is moved in the 
horizontal direction. It excludes the up and down edge 
points. 
 
3-2. Algorithm Development 
With the design of the predict hexagon search point 
configuration, we develop the algorithm flow as follows: 
Step 1. The SPHSP with 5 search points is used. If the 
MBD point is found at the center, the final point will be 



the center point; otherwise the point which was the MBD 
point will be changed to the center point and proceed to 
step 2. This case is shown in Fig. 4(a). If the MBD point 
is up or down dot, vertical LPHSP will be used in step 3. 
On the other hand, if the MBD point is left or right dots, 
Horizontal LPHSP will be used in step 3. 
Step 2. The SPHSP is still used. Three new candidate 
points are checked and the MBD point is identified again. 
If the MBD point is the center point, the final point will 
be the center point; otherwise proceed to step 3. 
Step 3. Switch the search pattern from SPHSP to suitable 
LPHSP. For Fig.4 (b) three new candidate points are 
checked and the MBD point is identified again. For Fig. 
4 (c) the new candidate will be four. If the MBD point is 
the center point, than go to step 5; otherwise proceed to 
step 4. 
Step 4. With the MBD point in previous search step as 
the center, a new large hexagon is generated. Three new 
candidate points are checked and the MBD point is 
identified again. If the MBD point is the center point, 
than go to step 5; otherwise repeat this step continuously. 
Step 5. Switch the search pattern form LPHSP to SPHSP. 
In Fig. 5 (d), four new candidate points are evaluated to 
compare with the current MBD point. The new MBD 
point is the final point of the motion vector. 
 

  
(a) Case1: SPHSP->SPHSP (b) Case2: SPHSP->LPHSP 

 

  
(c) Case3: SPHSP->LPHSP (d) Case4: LPHSP->SPHSP 

Fig. 5 Four special cases of checking points overlapping 
when the MBD point found in the previous search 
step. 

 
3-3.Extend method 
Although we can save a lot of search points by using the 
proposed algorithm, but it is not enough for higher 
definition video sequences. Because we focus on the 
rood side in ±2 range first, it may cause we must pay 
more search points for higher definition video sequences. 
So we proposed an extend method to predict the search 
center and let our search center more closely to the 
macroblock we are interest. To consider the complexity, 
we just use the best-coordinate of 8x8 to have a simply 
calculation and the characteristics of multiple reference 
frames to predict the search center. 

 For the first reference frame, we calculate the MV of 
the four 8x8 blocks and get the best coordinate first. 
Then, we calculate the search point for other 6 types of 
block sizes. 

 For the block size 16x16, we use 4 coordinates of the 
block size 8x8 to calculate as the Fig. 6. The equation as 
follow:  
Search Center16x16= (best-coordinateupper-left8x8+ best-
coordinateupper-right8x8 + best-coordinatelower-left8x8+ best-
coordinatelower-right8x8)/4…………………………….. (1) 
 

 

Fig. 6 To calculate the search center of block size 16x16. 

 
 For the block size of 16x8, we use 2 coordinates of 

the block size 8x8 to calculate as shown in Fig. 7 (a). For 
the block size of 8x16, we use 2 coordinates of the block 
size 8x8 to calculate as Fig. 7 (b). The equation as follow: 
Search Centerupper16x8= (best-coordinateupper-left8x8+ best-
coordinateupper-right8x8)/2……………………………… (2) 
Search Centerlower16x8= (best-coordinatelower-left8x8+ best-
coordinatelower-right8x8)/2……………………………… (3) 
Search Centerleft8x16= (best-coordinateupper-left8x8+ best-
coordinatelower-left8x8)/2 ……………………………….(4) 
Search Centerright8x16= (best-coordinateupper-right8x8+ best-
coordinatelower-right8x8)/2…………………………….... (5) 
 

 
(a) 

 
(b) 

Fig. 7 To calculate the search center of (a)block size 
16x8 (b)block size 8x16. 

 

 For the block size of 8x4, 4x8 and 4x4, we just set the 
search center as the best-coordinate of block sizes of 8x8. 

 After the first reference frame, we set the search 
center as the best-coordinate of the same block size at 
previous reference frame for the other reference frames. 
 

4. Simulation Result 
The proposed 3D PHS algorithm is simulated using 3 
types (SD, cif, qcif) total 12 popular video sequences. 
They consist of different degrees and types of motion 
content. The search window is ±16, the reference frame 



is 5 and the block type is 7. The 3D PHS is compared 
with FS, DS, HEXS and original PHS. 
Table 3 shows the average number of search points per 
macroblock. For block-matching motion estimation, 
computational complexity is mainly dependent on the 
average number of search points required for each 
macroblock. Based on the simulation results, we can see 
that the PHS can save a lot of search points. But if we 
use the 3DPHS, it can save more search points.  
The average PSNR per frame shown in Table 4. The 
average PSNR of 3DPHS is almost the same compared 
with PHS, DS, HEXBS even FS. 

 
Table 3 Average Number of search points per MB with 
different methods and different image sequences (search 
range is ±16, reference frame is 5, block type is 7). 

 

Table 4 Average PSNR per frame (search range is ±16, 
reference frame is 5, block type is 7). 

 

Table 5 Average speedup (search range is ±16, reference 
frame is 5, block type is 7). 

 
 
The speed improvement in percentage of the proposed 
3D PHS over PHS, DS and HEXBS is listed in Table 5. 
We can see that, the speedup percentage for higher 
definition video sequences is about 23% ~30% which is 
less than the speedup percentage for lower definition 
video sequences buy using PHS. But if we use 3DPHS 
the speedup percentage for higher definition video 
sequences is almost same level compare with lower 
definition video sequences. 
Fig. 8 plots a frame-by-frame comparison of search 
points per macroblock for different algorithm. The 
results show the benefits between the 3DPHS and other 
algorithm. 
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Fig. 8 Average search points per MB for each frame. 

 
5. Conclusions 

In this paper, a fast motion estimation algorithm of 3D 
predict hexagon based is presented. The proposed 
algorithm uses a rood-shaped search pattern at the fist 
two steps with a higher probability on search points 
located in the 5x5 area. It applies some simple equations 
to calculate the search center. The proposed algorithm 
predicts the object movement and the search center by 
using the characteristics of motion vector distribution, 
variable block sizes and multiple reference frames. Even 
for the higher resolution sequences, lots of search points 
are also saved. Simulation results show the speedup 
percentage for higher definition video sequences is 
almost the same as level compared with lower definition 
video sequences. The speed improvement of 3DPHS 
over DS and HEXBS is about 58% and 53% respectively. 
It can also save up to 20% search points compared with 
original PHS algorithm. 
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