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Abstract

Visual attention is obtained through determination of con-
trasts of low level features or attention cues like intensity,
color etc. We propose a new texture attention cue that is
shown to be more effective for images where the salient ob-
ject regions and background have similar visual character-
istics. Current visual attention models do not consider local
contextual information to highlight attention regions. We
also propose a feature combination strategy by suppress-
ing saliency based on context information that is effective
in determining the true attention region. We compare our
approach with other visual attention models using a novel
Average Discrimination Ratio measure.

1. Introduction
Visual attention (VA) refers to the mechanism of the hu-
man visual system to concentrate on a certain portion of
the visual data presented to it. The attention can be based
either on salient objects present in an image or on the a pri-
ori knowledge of a scene and the ultimate goal of capturing
VA, e.g. image adaptation. The former is referred to as a
bottom-up approach while the latter is top-down. Compu-
tational models for VA attempt to incorporate such bottom-
up/top-down processing. Identifying VA regions is useful
for image retrieval [9], object recognition [8], image adap-
tation [1] etc.

Recently, several computational models of visual atten-
tion have been proposed. In [5], Itti et al. develop a VA
model based on the behavior and neuronal architecture of
the early primate visual system using contrasts among low
level features like color, intensity and orientation as atten-
tion cues. However, a strategy for combining various con-
trast maps to capture the true attention region (AR) is still
a challenge [4, 3]. Different from four post-processes to
suppress noisy maps in [4], different contrast maps are se-
lectively combined according to their attention convex hulls
using Composite Saliency Indicator (CSI) in [3]. In [6], Ma

and Zhang proposed another VA model only using spatial
color contrast as the attention cue for simplicity.

In this paper, we (i) propose the use of texture as an ad-
ditional cue for salient region detection and (ii) develop a
robust feature combination strategy that suppresses regions
in contrast maps that do not contribute to the true ARs. The
proposed model uses local context information to suppress
spurious ARs while simultaneously enhancing the true ARs.
We also propose new evaluation criterion, instead of subjec-
tive tests as reported in the literature, in order to determine
the effectiveness of the VA scheme described here.

2. Texture Attention Cue
Intensity, color and orientation have been used as cues for
VA [5]. Here, we describe a method to recover texture infor-
mation in an image that serves to generate a texture contrast
map that facilitates detection of attention regions. Texture is
especially useful to capture VA in images containing small
objects present in a cluttered background.

An image is divided into blocks, called texture patches,
each block containing p × q pixels. By taking the Gabor
Wavelet Transform [7] of the image, each texture patch is
represented by the mean µsk and the standard deviation σsk
of the wavelet coefficients, where s and k stand for scale
and orientation, respectively. For S scales and K orienta-
tions, we then have SK mean maps MMs,k and standard
deviation maps SDMs,k, s = 1 . . . S, k = 1 . . . K. Since
our objective is to capture the contrast/variation in texture
over the image, we calculate the Average Mean Difference
(AMD) and the Average Standard Deviation Difference
(ASDD) over a neighborhood of patches, where AMD for
a patch centered at (i, j) is given by
AMDs,k(i, j) =

1

N

∑

u,v

|MMs,k(i+ u, j + v) −MMs,k(i, j)| (1)

and ASDD for a similar patch is given by
ASDDs,k(i, j) =

1
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N

∑

u,v

|SDMs,k(i+ u, j + v) − SDMs,k(i, j)| (2)

with N being the number of patches in the neighborhood.
A measure for texture contrast at a patch (i, j) and at any
scale s and orientation k is calculated as

TCs,k(i, j) = AMDs,k(i, j) ×ASDDs,k(i, j) (3)

while the final texture contrast at patch (i, j) is obtained as

TC(i, j) =
∑

s

∑

k

TCs,k(i, j) (4)

The above texture cue captures an AR even if other cues
like intensity and color fail. There are several situations in
which the AR is captured using texture as an aid, e.g. tex-
ture foreground in non-textured background, non-textured
foreground in texture background, regular texture in a ran-
dom textured background, random texture in regular tex-
tured background etc. Figure 1 shows two examples where
texture is useful as a cue to detect salient objects that capture
VA. The texture contrast map obtained using the proposed
algorithm is shown in Figure 1 (b). Also, we show that in-
tensity and color contrast maps generated by the algorithm
described in [5] fail to indicate the ARs in Figure 1 (c) and
(d). Note how the texture map is able to enhance the salient
objects.

(a) (b) (c) (d)

Figure 1: (a) Original image (b) Texture contrast map (c) In-
tensity contrast map and (d) Color contrast map using Itti’s
model [5]

3. Feature combination through Con-
text Suppression

The combination of low level feature contrasts like inten-
sity, color and texture to yield a final saliency map that in-
cludes only the true ARs is a hard problem. While some ap-
proaches suggest a simple linear combination method [5],
others suggest some post-processes [4] or a weighted com-
bination of contrast maps based on their convex hulls [3].
However, such methods alter the contribution of an entire
contrast map (e.g.intensity), without considering local con-
textual information that might be crucial to determining fi-
nal saliency. For example, if the true AR is highlighted in
the intensity map along with spurious ARs, the weight of
the map as a whole is reduced instead of suppressing only
the outliers. Motivated by the mechanism of non-classical

receptive field inhibition for contour detection [2], we ar-
gue that local context information is essential to discrimi-
nate between true and spurious ARs. The influence of con-
text can be brought about by suppressing the saliency of
a region whose neighborhood has similar contrast, through
the process of surround suppression. In Figure 2(a), for ex-
ample, the ARs caused by the background bushes and the
grass need to be suppressed to capture the true AR of the
antelopes as perceived by the human visual system. Here,
we propose a local context suppression strategy to adap-
tively combine multiple attention cues like intensity, color
and texture. Consider an image divided into blocks, each

Patch A

Patch B

Patch C

(a)

(b)
Figure 2: (a) Original image and (b) Eigen ellipsoids for
each of the patches in (a)

containing p × q pixels. We call each block an Attention
Patch. The variation or contrast of a particular feature at a
particular patch centered at (i, j) with respect to its neigh-
borhood is calculated as

FV (i, j) =
1

N

∑

u,v

|MF (i, j)) −MF (i+ u, j + v)| (5)

where MF (i, j) is the mean of the feature in patch (i, j)
and N is the number of patches in its neighborhood.
The contrasts at patch (i, j) for n features/attention cues
{FV1(i, j), FV2(i, j), ...FVn(i, j)} are normalized to lie
between [0, 1]. For those features that themselves have com-
ponents, e.g. color has hue and saturation, we sum up the
contrasts for individual components to get the contrast for
the feature. Each patch is now represented by the n di-
mensional feature contrast vector which is compared with
other feature contrast vectors in its neighborhood and its
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contrast measure (equation (5)) is suppressed if the patch
and its neighbors are ‘similar’. Similarity is estimated by
the variance of data along eigen vectors of an n× n covari-
ance matrix, called the Attention Cue Covariance Matrix
(ACCM). The ACCM is formed from the feature contrast
vectors at a patch (i, j) and its neighborhood. The eigen
values of ACCM represent the extent of similarity or dis-
similarity among the attention cues. A large (small) eigen
value indicates large (small) variance along the direction of
its corresponding eigen vector, which in turn implies higher
(lower) discriminating power. It is shown that regions hav-
ing such higher discriminating power correspond to the true
ARs. Consider the image shown in Figure 2(a) and a 3 di-
mensional feature contrast vector of intensity, color and tex-
ture. We examine 3 patches as potentially true ARs: patch
A is from the background bushes, patch C is from the grass
and patch B is from the true AR of the antelopes. Fig-
ure 2(b) shows eigen ellipsoids corresponding to each patch.
For each patch, the ellipsoid is centered at the mean of the
feature contrast vectors over the neighborhood of the patch.
Each axis of the ellipsoids points towards the eigen vectors
of theACCM while their semi-radii are proportional to the
eigen values. As seen from the figure, patch C has small
variance along all the axes of the ellipsoid while patch A
has small variance along two of its axes. However, patch
B has large variance along all the 3 axes indicating higher
discriminating ability with respect to its neighborhood and
should therefore belong to a true AR, which indeed it does.
Thus, it is required that the contribution to the saliency map
of patchesA andC should be suppressed while that of patch
B should be enhanced. The suppression factor (SF) for
patch (i, j) is obtained as τ(i, j) =

∏p

u=1 λ̄u where the
λ̄’s are sorted in ascending order and the parameter p con-
trols the degree of suppression. The saliency value S(i, j)
for patch (i, j) is obtained in two steps: first the multiple at-
tention cues or the contrast maps are linearly combined and
the result is modulated by the SF as

S(i, j) = τ(i, j) ×

k∑

u=1

FVu(i, j) (6)

Figure 3 shows the steps leading to the final saliency map
of the image shown in Figure 2(a). The intensity and color
contrast maps are obtained using equation (5) and the tex-
ture contrast map is obtained as described in Section 2.
The linear combination of the contrast maps is implemented
simply as their sum and the SF for each patch is displayed
as an image with darker regions representing high SF and
brighter regions representing low SF. The product of the
combined map and the SF yields the final saliency map
which contains the true AR. Note that both the color and
texture contrast maps have been able to indicate the true
AR to some extent. However, the former has more spurious
ARs than the latter. Moreover, using the proposed SF, these
spurious regions have been successfully removed.

Original Image

Intensity Contrast Color Contrast

Sum of
Multiple Cues

Context
Analysis

Suppression FactorCombined Map

Saliency Map

Texture Contrast

Figure 3: The proposed local context suppression process

4. Experiment Results
We demonstrate the efficacy of the texture attention cue and
new feature combination scheme on images selected from
the Corel Photo Library. The images were selected in such
a way as to ensure that they contained ‘true ARs’ as per-
ceived by the human visual system. However, we do real-
ize that a ‘true AR’ is a subjective phenomenon. As men-
tioned earlier, we consider 3 cues, the contrasts of intensity
(I = (R+G+B)/3), color (hue and saturation in the HSV
space) and the proposed texture contrast. The size of an At-
tention Patch was 8 × 8. To determine the texture map, the
Gabor Wavelet Transform used 4 scales and 6 orientations.
The parameter p to control the SF was chosen as 2. Figure
4 (a) and (b), respectively, show the original images and the
visual ARs detected by the proposed method. We compare
the saliency map with those obtained using the algorithms
in [5] and [3] whose results are shown in Figure 4 (c) and (d)
respectively. It is evident that the proposed method is able
to capture the visual AR better than other two methods.

For an objective evaluation, we manually segmented out
the salient object(s) and defined an Average Discrimination
Ratio (ADR) as

ADR =
(
∑

(i,j)∈ϕ S(i, j))/|ϕ|

(
∑

(i,j)∈ϕ S(i, j))/|ϕ| + (
∑

(i,j)∈ψ S(i, j))/|ψ|

(7)
where |ϕ| and |ψ| represent the cardinality of the set of pix-
els belonging to the salient region and the non salient re-
gions, respectively. Since the true ARs must contain high
saliency, the higher the ADR, better is the detection of the
true AR. We added White Gaussian Noise to the images
and compare the ADR’s obtained using our method with
those in [5] and [3]. Figure 5 shows the plot of ADR with
increasing variance of noise for each of the methods. The
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proposed method has significantly higher ADR of above
0.9 compared to the others, implying that the saliency value
of the non salient regions is close to zero. It is interesting to
note that all the methods perform consistently with increase
in noise variance.

(a) (b) (c) (d)

Figure 4: Experiment Results (a) Original Image; Saliency
Maps using (b) proposed method (c) Itti’s Model [5] (d) CSI
[3]

5. Conclusions
In this paper, we propose a useful attention cue of texture in-
formation and design a general context suppression model
inspired by the mechanism of non-classical receptive field
inhibition of the primate visual cortex for attention detec-
tion. This model analyzes the context contrast variance
adaptively to find the potential similarity of context contrast
and uses this factor to highlight the true attention regions
and suppress spurious ARs simultaneously. To evaluate the
performance of the proposed method, we introduce a cri-
teria to test its discriminating power between salient object
regions and background. In the future work, we will inte-
grate scale-space information to our model.
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