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ABSTRACT 
 
This paper investigates the benefits of streaming 
autonomous audio objects over error-prone channels 
instead of encoded audio frames. Due to the nature of 
autonomous audio objects such a scheme is error resilient 
and has a fine-grain scalable bitrate, but also has the 
additional benefit of being able to disguise packet loss in 
the reconstructed signal. This paper proposes object-
packing algorithms which will be shown to be able to 
disguise the presence of long bursts of packet loss, 
removing the need for complex error-concealment 
schemes at the decoder.  

 

1. INTRODUCTION 
 
Audio streaming is traditionally done using a frame-based 
approach. Typically a frame of n  samples is taken from 
the audio source, encoded, sent across the channel, 
decoded and played back. This allows the latency to be 
minimized, and enables the data rate and quality to be 
determined by the design of the audio coder due to 
Shannon’s separation theorem [1]. However, it has 
become apparent that Shannon’s separation theorem does 
not apply to many modern communication networks, 
including the Internet and mobile networks [2], which 
have variable bandwidths and high, bursty packet loss 
rates [3,4]. 

For audio to be streamed over these error-prone, 
variable bandwidth networks it is necessary to employ 
joint source/channel coding. In this case the source coder 
must take into account the effects of the channel, and must 
be prepared to deal with possible corrupted data at the 
decoder. Joint source/channel coding techniques which 
have been investigated, include bitrate scalable coders 
[5,6] which attempt to avoid packet loss by not congesting 
over the channel, error resilient coders [7] which can do 
not crash when errors occur, but rather resynchronize and 
continue to decode when the errors subside, and error 
concealment schemes [7] which create replacement 
frames for the frames lost from dropped packets.  

This paper examines the benefits of shifting away from 
frame-based to object-based streaming over these variable 
bandwidth and error-prone networks for wideband audio. 
The object-based streaming proposed in this paper packs 
autonomous audio objects into packets instead of an entire 
encoded frame. This paper will show that object-based 
streaming can provide an error-resilient and scalable audio 
stream, but more importantly removes the need for error-
concealment by disguising packet loss, reducing the 
complexity of the decoder. 

A sinusoidal model coder will be used to generate the 
audio objects. While error concealment and protection 
schemes have been investigated for sinusoidal model 
coders, all have done so in a frame-based manner [8,9,10]. 
This paper will show that using an object-based approach 
simplifies and improves the performance of the streaming 
system.  

The paper begins by outlining the details of object-
based audio streaming. The following section discusses 
the simulator which is used to measure the performance of 
both frame-based and object-based audio streaming. The 
results from these experiments are presented and analyzed 
in the penultimate section, with the final section outlining 
the conclusions of the paper. 
 

2. OBJECT-BASED AUDIO STREAMING 
 
Object-based audio streaming utilizes an audio coder 
which can generate autonomous audio objects. An object 
represents a portion of an audio signal; the object has an 
onset time and duration for the portion of the audio signal 
it represents. Autonomous objects are objects which can 
be decoded without reference to other objects, providing 
error robustness and resilience, and the flexibility required 
for object-based audio streaming. 

Model coders, also known as parametric coders, have 
been recognized for their ability to create such 
autonomous audio objects [11]. Model coders may 
include any number of models, including sinusoidal, 
harmonic, transient and noise models. This paper uses the 
sinusoidal model to generate autonomous objects from 
sinusoidal tracks [12]. 
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The benefits of encoding the sinusoidal tracks as 
autonomous audio objects has previously been 
overlooked, with the focus being on the pursuit of low 
bitrate coders [6,13,14]. These coders split the sinusoidal 
tracks into frames, with the timing information being 
implied. To provide tracks which are autonomous the 
entire track should be encoded in one object, with the 
explicit encoding of the timing information. The 
sinusoidal coder used in this paper is able to efficiently 
encode the timing information using Run Length 
Encoding (RLE). 

This method of autonomous object generation 
increases the latency of the streaming, as the object cannot 
be encoded till it has been fully analyzed. This limits 
object-based streaming to non-interactive streaming 
applications, where the audio is pre-encoded and stored 
on the server for streaming. This is a common scenario for 
streaming of wideband audio. 

For streaming of a set of pre-encoded objects there is a 
single task: to get as many objects received at the decoder 
before their playback time. This flexibility is the key 
benefit of object-based streaming, and allows algorithms 
to be developed which optimize the packing of the 
objects.  

There are a number of practical considerations which 
should be considered. The latency should be reduced, so 
objects need to be sent in rough chronological order. To 
reduce memory usage at the decoder objects should be 
received close to their playback time. To reduce the 
effects of packet loss, objects should be spread amongst 
packets, so a dropped packet does not create a lost frame. 

The focus of this paper is to demonstrate that packing 
objects in an appropriate manner can disguise the effects 
of packet loss. Algorithms which reduce latency and 
provide fine-grain bitrate scalability are also covered in 
the following subsections. 
 
2.1 Chronological packing 
 
The chronological packing algorithm simply packs the 
objects into the packet in chronological order, i.e. the 
object with the earliest onset time is packed first, and then 
successive objects are added till the packet is full. This 
algorithm ensures the latency is kept to a minimum, while 
being able to disguise low packet loss rates. 
 
2.2 Prioritized packing 
 
The prioritized packing algorithm improves the 
performance during long packet loss bursts. This is 
achieved by spreading the objects with high perceptually 
importance evenly throughout the packet stream, while 
the less perceptually important objects are packed into the 
remaining space. 

Objects can be prioritized based on a number of 
parameters, such as object duration, average amplitude, or 
Signal-to-Mask Ratio (SMR), but it was found priority 
based on the object’s energy performed best during 
experimentation.  

The algorithm begins be determining how many high 
priority objects should be placed in the current packet to 
evenly spread across future packets. The number of 
objects in the high priority queue and the time spanned by 
these objects determines this value. 

The algorithm then packs these objects, interleaving 
adjacent objects between packets provided there is 
sufficient space. Remaining space in the packet is used to 
pack low priority objects in chronological order. This 
approach works well as low priority objects 
characteristically require less space than the high priority 
objects. 
 
2.3 Dynamic Packing 
 
The problem of packing objects into a packet of fixed 
space is known as the Knapsack problem, and dynamic 
algorithms exists for finding optimal solutions. The 
complexity of using such a dynamic algorithm becomes 
justified when the characteristics of the channel are highly 
dynamic. 

In this case a bandwidth estimation algorithm can 
determine the size of the packet. The cost of each object is 
the space required to encode it. While the benefit of each 
object can be determined by the perceptual importance of 
the object, with scaling according to onset time, so that an 
object is not sent too early or late. 

Investigations into these algorithms is left as further 
work as the focus of this paper is too demonstrate the 
benefits of object-based streaming over error-prone 
channels, which can be achieved with the previous 
algorithms. 

 
3. SIMULATION 

 
A simulated streaming environment was used to measure 
the performance of frame-based and object-based 
streaming over error-prone channels. The simulation 
consisted of two slightly different parts, one for frame-
based streaming part using MPEG.1 Layer 3 (MP3) [15] 
and G.723 [16] coders, and an object-based part using a 
multiresolution sinusoidal coder [17]. 

The frame-based streaming part encodes and decodes 
the audio on-the-fly, with audio taken from the source file 
(mono signal sampled at 44.1kHz with 16bits per sample) 
in frames of 1024 samples and encoded using MP3 at 
32kbps or G.723 with 2 bits per sample. The encoded 
packet is then passed across the simulated channel, which 
simulates a single packet loss burst at a random time and 
for a given number of packets. Received packets are 



decoded and placed in the reconstructed signal. Frames 
from dropped packets are replaced with a silent frame-
insertion based error-concealment scheme, which was 
found to be the most perceptually tolerable insertion-
based scheme for long packet loss bursts. 

For object-based streaming the audio source is pre-
encoded into a set of objects. The selected packing 
algorithm places the objects into packets, which are sent 
over the same simulated channel as with the frame-based 
simulation. The inter-departure times of the packets is set 
to the same frame rate as the frame-based streaming part, 
and the size of the packets is set to obtain the average 
bitrate of the sinusoidal coder. Received objects are 
decoded and synthesized in 1024 sample frames and 
placed into the reconstructed signal. Objects contained 
within drop packets are lost, and therefore are not 
synthesized.  

For each simulation a segmented-SNR (SNR calculated 
on a frame basis) trace is generated for objective testing 
and visual inspection of performance, while the 
reconstructed signal is placed in a sound file for 
perceptual testing, and the ultimate validation of 
performance. 
 

4. RESULTS 
 
The simulator was used to generate results for a 20 second 
harp signal for both frame-based and object-based 
streaming with packet loss bursts of varying. The 
segmented-SNR traces are plotted in Figure 1 for the 
frame-based streaming part and in Figure 2 for the object-
based streaming part. Note that the location of the 
beginning of the burst and duration were fixed with these 
cases to aid comparison. 

Figure 1 demonstrates the error resilient nature of 
G.723 coder when state information is encoded with each 
packet, allowing the G.723 decoder to recover 
immediately after the packet loss burst. The MP3 
bitstream is not so error-resilient, and audible artifacts can 
be heard briefly after the packet loss burst. The decoder is 
then able to begin decoding again but is no longer 
synchronized with the source audio. This results in a low 
and erratic segmented-SNR after the packet loss burst, but 
was not found to be perceptually detrimental. 

The quality of the reconstructed audio from the 
sinusoidal model is not high as it is unable to capture 
transient and noise portions of the signal. This also creates 
the high variation evident in the segmented-SNR traces in 
Figure 2. When the packet loss burst begins the 
chronological packing algorithm is able to maintain the 
signal for a brief period, and then gracefully degrades. 
This is due to objects with long durations beginning just 
before the packet loss. 

The prioritized packing algorithm improves upon this, 
as there are no audible dropouts; instead signal 

components are lost, reducing quality. This can be seen 
when examining the segmented-SNR traces at a scale 
finer than is possible here. 

 

 

Figure 1. Segmented SNR traces for the frame-based 
streaming simulations for a packet loss burst of 32 packets 
(0.743 seconds) beginning at around seven seconds into 
the signal, indicated by the vertical lines. 

 
Figure 2. Segmented SNR traces for the object-based 
streaming simulations for a packet loss burst of 32 packets 
(0.743 seconds) beginning at around seven seconds into 
the signal, indicated by the vertical lines. 

Perceptual tests were conducted on the reconstructed 
signals using the MUSHRA test procedure [18], and 
verified the outcomes from the segmented SNR traces. 
The results of the perceptual tests are summarized in 
Figure 3, and show that listeners find audio drop outs, 
synonymous with frame-based streaming, more annoying 
than the gracefully reduction of audio quality evident with 
object-based streaming. The results show that object-
based streaming using the prioritized packing algorithm is 
able to maintain quality during long periods of packet 
loss. 



 

Figure 3. MUSHRA test results. Error bars indicate 95% 
confidence intervals. The spike for the MP3 results at a 
burst length of 16 packets is due to the packet loss burst 
occurring near the end of the audio sample. 

 
5. CONCLUSION 

 
This paper has shown the benefits in streaming audio in 
an object-based manner instead of the traditional frame-
based approach. Object-based streaming provides the 
flexibility required for fine-grain bit-rate scalability, and 
allows objects to be packed to disguise packet loss, 
avoiding the use of complex error concealment schemes.  
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