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Abstract— We present an efficient algorithm for power allo-
cation and bit loading in multi-user OFDM system. We starts
with the close-form optimum power solution based on ideal
channel coding and allowing negative transmission power. The
solution is then revised by removing the subcarrier of negative
power from the objective function and power constraints. The
result of this procedure is proven to be the optimum power
allocation in the continuous space. The continues power/rate
solution is then mapped to the feasible (non-continuous) rate
space. Our algorithm is very efficient in computation (O(N)) and
the resultant discrete space power/rate vector is very close to the
optimum solution (less than 1% difference in the overall data
rate).

I. INTRODUCTION

Future high speed wireless networks must satisfy the in-
creasing bandwidth demand to support multimedia applica-
tions. A promising solution is the OFDM (Orthogonal Fre-
quency Division Multiplexing) technology and link adaptive
modulation. For a point-to-point communication link with
slow fading, the transmitter can adaptively decide the modu-
lation scheme and power level for individual subcarrier based
on the channel condition. Usually a high level modulation (32-
QAM) can be used for subcarrier of high channel gain. When
the total transmission power is given, the seeking of maximum
data rate becomes a joint optimization problem of bit loading
and power assignment. This problem has been extensively
studied in literature, such as [3], [5], [6]. With perfect CSI,
the water-filling algorithm gives the optimum bit/sec/HZ.

In a one-to-many transmission scenario, a scheme is to
load data for different destinations into OFDM subcarriers to
maximize packet capacity. Jang [8] showed that the greedy
subcarrier assignment is indeed optimal. Thus the multi-
destination bit-loading problem is reduced to the single user
case with a channel response function composed of the max-
imum of the CSI over all users.

In this paper, we focus on an efficient power allocation algo-
rithm based on iterative refining of an sub-optimal close-form
solution. Using Lagrange’s method, a close-form expression
for the power-relaxed optimization problem is obtained. The
close form expression is obtained with only O(N) compu-
tation cost, which is very time-saving compared to the other
methods [2], [4].

Based on the close-form solution of the power-budget-
constrained problem, we proposed an iterative method to
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produce the optimum solution with non-negative power con-
straints. The candidate solution is initially obtained with possi-
ble negative power values. Then subcarriers assigned with neg-
ative power values are removed and result a revised Lagrange
problem. The revise objective function and constraints result
in a new candidate solution which contains less “negative-
power” subcarriers and preserve the optimality with respect to
the modified constraints. The procedure is repeated until all
power values are positive. We proved that the solution obtained
via this procedure is globally optimal and satisfies all power
constraints.

The rest of this paper is organized as follows: Section 2
presents the problem setting; Section 3 provide the close-form
expression with power budget; Section 4 describes the iterative
procedure. In section 5, the practical modulation is derived
from the power assignment.

II. PROBLEM DESCRIPTION

The channel condition for different communication link
could be significantly different to each other, even for those
”physically closed paths”. For instance, assuming node A is
communicating to both node B and node C. The multipath
between Link A—C contains three taps (1,0,0.5,0.2...), where
we assume a unit LOS path at zero relative delay, a path of
half signal strength delayed by two sampling period, and a
third path of 20% signal strength delayed by three sampling
period. The link between A—B has a fourth signal path of
30% signal strength at fourth delay tap. With such two channel
power-delay-profiles, the channel gain in OFDM subcarriers is
readily obtained via FFT transform. The channel responses for
link A—B, and A—C are plot in Figure 1.
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Fig. 1: Frequency Response: (a) node A— node B, (b) node
A — node C



Clearly, link A—C has deep fade in frequency 12, 13, 17,
and 20, while link A—B has very good SNR on these subcar-
riers. Based on this observation, one should load subcarrier
12, 13, 17 and 20 with data from A—C, with high-order
modulation scheme, and use data from A—B for the rest of
subcarrier. Since high-level modulation is used for subcarrier
12, 13, 17 and 20, the overall data rate will be superior than
the traditional bit loading method, where only one of either B
or C’s data is transmitted any time.

In general, we can consider a virtual channel response
H(i)|i = 1..N where H (i) is the largest frequency response
of the i*" subcarrier among all users. The problem of interest
is to decide:

o the power level in each subcarrier p; > 0, for i =
1---N,

o and the number of bits to be loaded per OFDM symbol
R; for each subcarrier

such that the summation of the transmitted bits over all
subcarriers R = 1N R; is maximized, subject to the
desired symbol error rate

SER(p;, Rj, H(u,vj,7)) < SER, forj=1---N

and the power budget constraints > et D= Poydget

Here R; determines the actual modulation scheme to be
used for the j* subcarrier. For example, R; = 4 indicate that
16-QAM will be used for the j** subcarrier. In the classical
water-filling solution, R; is calculated via log(1+SNR) once
the optimal power allocation is determined. However these
data rates are difficult to approach in practical system. The
practically allowed modulation schemes are always in discrete
space, such as BPSK, QPSK, 8-QAM, 16-QAM, and 32-
QAM.

III. CLOSE-FORM EXPRESSION

The classical water-filling algorithm is not computational
efficient (in O(N?)). The method in [7] uses table lookup
and bisection to reduce the converge time when searching the
Lagrange-formulated problem. Compared to those methods,
the most important difference of our proposed algorithm is
that we avoid the search of optimality from scratch, instead, we
find a sub-optimal solution quickly via analytical model. The
key to the success of our method are thus: (1) how to quickly
identify a good pseudo-solution, and (2) how to convert the
pseudo-solution efficiently into a feasible solution.

Our method consists two steps: (1) we obtain an close-
form expression of power vector based on a slightly modified
problem setting, this will be used as an approximation of the
optimum power vector. (2) based on the results in step 1,
modify the problem setting so that the power constraints are
gradually satisfied. It will be showed later that the computation
cost for step (1) only requires O(N) multiplication, and step
(2) is also very efficient if the initial power allocation is very
close to the optimum point, which accelerates the convergence
process.

We consider the following Lagrange problem

R = maxp, >,y Ri(pi)
Z pi = Pbudget
i=1..N
piH?
where R;(p;) = log =5+ +1 M

Now obtain the Lagrange of (1)

L(p’ )‘) =R+ )‘( Z Pi — Pbudget)
i=1...N

It is easy to see the all power-rate function are concave,
thus the objective function is also concave. The necessary and
sufficient condition for the above convex optimization problem
are thus:
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replace p; into the original power budget constraint, we obtain

u?
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Thus the optimum
N
A= 1 (5)

(Pbudget + Zi:l..N f)
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Substitute A back in equation (4), we immediately get the
optimum power assignment.

The result here is indeed very similar to that of the the
water-filling solution except that we don’t impose the non-
negative power requirements. We do observe that when the
given power budget is too low, the solution obtained above
might contains negative power values for some subcarriers,
thus is not feasible solution for the original problem. This is
illustrated by Figure 2. When the available total power budget
is 8 db, 6 of the 64 subcarriers are assigned negative power val-
ues. The location of these non-feasible points coincides with
the deeply-faded subcarriers. The cause of this phenomena
is obvious: in the formulation of the problem, we ignore the
non-negative requirement. In next section, we will see how the
non-negative power requirement can be enforced in deriving
the optimum power assignment.
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Fig. 2: Optimum power assignment with possible negative
power values: (a) power allocation vector, (b) corresponding
bit loaded in subcarriers.

IV. HANDLING NON-NEGATIVE POWER CONSTRAINTS

When the power constraints p; >= 0 must be satisfied
for all subcarriers, we need to use N Lagrange multipliers
p1,...uny for the N additional constraints. The Lagrange
becomes

L(p, A i, i) = RANC D pi—Poudget) = D, Hi*pi
i=1...N i=1...N

the Kuhn-Tucker Theorem (KTT) conditions for the optimum
solution can be expressed:

L on
o Toap A= T = AJ) = =0 (6
o, op: H L (J) = (6)
fori=1...N
oL
N =Y i1..n Pi — Poudget = 0 7
Hi * Pi =0 fori=1...N (®)

Denote J C Zy = {1,2,..,N} and its supplement
set J¢ = Zy — J. From (8), for any feasible solution
(p1,---PN, Ay i1, ..oy ) satisfying the above KTT conditions,
there must exists one such set J such that:

{pi =0,u; =0li € JjeJ

For a given J, the close form expression for p; can be obtained
by following steps (we use A(J) to denote the A value for the
particular J):

(1) for i € J, we have p; = 0. Substitute y; into (6) and
we have:

H?
oL 3
= T — = A(J) =0
Pi  —ipi+1
H?
=R
thus p; = 22— which is the same case as in the uncon-

strained case fézl)

(2) for i € J, we set p; = 0.

(3)Substitute the results in step 1 and step 2 into equation
(7), the corresponding A(J) value is

EA
(Pbudget + Zie.]c %?)
-2

AJ) = )

We thus have the following close-form expression for the
possible solution
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Since there are 2V different subsets of Zy, the optimum
solution can be found by checking all these cases and select
the best one.

V. AN FAST ITERATIVE SEARCHING ALGORITHM

With the non-negative power constraints, the brutal-force
method in previous section requires examining 2V possible
candidates. This is not practical when the number of subcarrier
is large in actual OFDM system which contains up to 1024 or
more subcarriers. Fortunately, with little modification of the
solution in section (III), we are able to completely avoid the
brutal-force searching and still obtain the optimum solution
with non-negative power constraints.

The algorithm is described by an iterative procedure as
follows,

1) obtain the initial p;(0)’s by equation (5) and (4), p;(0)

might contains negative value.

2) In the k** iteration, if all p;(k) >= 0, goto step 4
and terminate; otherwise, for all {i|p; < 0}, remove
corresponding terms of subcarrier ¢ in the optimization
problem (1) to obtain a revise problem.

3) Using equation (5) and (4), solve the revised problem
and get a new set of p;(k + 1). go back to step 2.

4) The final solution is now obtained by

pZ‘={

In fact, we have the following proposition:

Proposition 1: the solution obtained by above fast algorithm
is the optimum solution satisfying all constraints.

Proof: Let p;(0) be the initial solution which is the global
optimum (maximum) point without the non-negative power
constraints. Let us also assume that the above procedure
terminates at iteration k& and results in a power vector p;(k),
with objective function evaluated as R(k) . If there exist
another power assignment P which also satisfy all power
constraints and have a higher objective value R. There must
exists an ¢ such that p;(k) = 0 and p; > 0, otherwise the two
solutions will be the same. Thus we can found a 0 < 6 < 1
such that:

pi(k), " subcarrier is used
0, otherwise

pi(k) = 0p;(0) + (1 — 0)p; for all i

That is, we find a small positive value 6 to represent the
converged power vector P (k) by the initial power vector P(0)



and the optimum power vector P. Due to the concavity of the
objective function, we have:

R(P(k)) = R(6OP(0)+(1—06)P)
> OR(P(0)) + (1 — O)R(p;)
> OR(P(k)) + (1 — )R(P(k))

> R(pi(k))

Thus a conflict. In the above derivation, we use the fact that
R(P(0)) > R(P(k)). This is because P(0) is the optimum
power vector without non-negative power constraints, thus
have a higher R() value than that of P(k), which is subject
to non-negative power constraints.

R(P) > R(P(k)) since P is the optimum solution in
assumption.l

VI. MAP INTO DISCRETE SPACE SOLUTION

So far, we already demonstrate an efficient algorithm to
obtain an sub-optimum power solution p* in the continues
space, and thus the corresponding achievable rate R*, also
in continues space. However, the optimum bits/symbol in a
practical system can only be selected from a finite set of
integer values. Thus we needs to map the continues (P*, R*)
to a feasible (P’,R’) with integer rate.

A potential computation efficient choice now is to apply
water-filling based on the solution | R} |. It is obvious that the
overall power usage corresponding to |R;| is smaller than
the power budget, which give us some residue power. Then
we find the subcarrier index j which needs least amount of
power to load one more bits, i.e.

—pi([Ri])

The bit/symbol for subcarrier j is then increased by one and
the transmitting power is adjusted accordingly. If we have
more residue power available, the same procedure is repeated
until all residue power is used up, or not sufficient to support
one more bits for any subcarrier.

The computation cost of this modified water-filling is much
smaller than the original algorithm, since in our case, we
already fill all subcarrier “close to full” via the continuous
space optimum solution before executing the water-filling
procedure. The number of iteration at the water-filling stage
is thus significantly reduced. Figure 3 shows that power and
bit allocation in the continuous space and the discrete space
obtained by water-filling post-process.

In Figure 3, the curve with stars is the power/bit alloca-
tion obtained from the original water-filling algorithm, which
represent the optimum solution in the discrete space. We also
modified the original water-filling algorithm which allow bit-
allocation in the unit of 0.1 and 0.2 bits. The corresponding
power/bit allocations of this modified water-filling are shown
in curves with diamonds and circles. The continuous space
solution is shown in solid blue line. It is clearly observed that
as the bit-step becomes smaller, the water-filling converges
to the continuous space solution. Also notice that in Figure
3.b, the allowed bits in each subcarrier is indeed the ceiling

j =argminp;(|R;])

bit loaded, Target BER=0.001

—+— bitstep=1, R=185
-©- bitstep=0.2 R=187.6
bitstep=0.1 R=187.7
continuous solution R=205.9458
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Fig. 3: Comparison of the continues-space solution to the
result of water-filling algorithm: corresponding bit loaded in

subcarriers. Assumed channel is figure 1.(b), total 64 subcar-
rier.

or flooring of the corresponding continuous solution. This
observation further confirms our earlier claim that the optimum
solution in discrete space is indeed a neighboring integer point
of the continuous solution.

We compared the bits/symbol of the continuous space
solution, the simple heuristic (as a low bound), pure water-
filling algorithm and the improved water-filling algorithm. The
overall data rate obtained by our iterative solution is very close
to that of water-filling algorithm (high than 99% optimal rate).
Thus our algorithm can potential produce good throughput
with reasonable computation overhead.

VII. CONCLUSION

In this paper, we discussed the optimum power/bit allocation
for OFDM system with multiple connections. In particular, we
present an algorithm with significantly less computation cost
yet close-to-optimum performance based on the Lagarange and
water-filling methods.

REFERENCES

[1] J. M. Torrance and L. Hanzo, Optimization of switching levels for
adaptive modulation in slow Rayleigh fading, Electron Lett., vol. 32,
pp-11671169, June 20, 1996.

[2] Cheong Yui Wong, Roger S. Cheng, Khaled Ben Letaief, and Ross D.
Murch, ”"Multiuser OFDM with Adaptive Subcarrier, Bit, and Power
Allocation”, IEEE Journal on Selected Areas in Communications, vol.
17, no. 10, OCT 1999, pp.1747-1758.

[3] R. S. Cheng and S. Verdu, Gaussian multiaccess channels with ISI: Ca-
pacity regions and multiuser water-filling, /[EEE Trans. Inform. Theory,
vol. 39, pp. 773785, May 1993.

[4] Thomas Hunziker and Dirk Dahlhaus, ”Optimal Power Adaptation for
OFDM Systems with Ideal Bit-Interleaving and Hard-Decision Decod-
ing”, ICC03, pp

[5] A.J. Goldsmith and P. P. Varaiya, Capacity of fading channels with chan-
nel side information, /EEE Trans. Inf- Theory, vol. 43, pp. 19861992,
Nov. 1997.

[6] G. Caire, G. Taricco, and E. Biglieri, Optimum power control over fading
channels, IEEE Trans. Inf. Theory, vol. 45, pp. 14681489, July 1999.

[7] B. S. Krongold, K. Ramchandran, and D. L. Jones, "Computationally
Efficient Optimal Power Allocation Algorithms for Multicarrier Com-
munication Systems,” IEEE Transactions on Communications, vol. 48,
no. 1, pp. 23-27, January 2000.

[8] J.Jang and K. B. Lee, ”Transmit Power Adaptation for Multiuser OFDM
Systems,” [EEE Journal on Selected Areas in Communication, vol. 21,
no. 2, pp. 171-178, Feb. 2003.



	Index
	ICME 2005

	Conference Info
	Welcome Messages
	Venue Access
	Committees
	Sponsors
	Tutorials

	Sessions
	Wednesday, 6 July, 2005
	WedAmOR1-Action recognition
	WedAmOR2-Video conference applications
	WedAmOR3-Video indexing
	WedAmOR4-Concealment &amp; information recovery
	WedAmPO1-Posters on Human machine interface, interactio ...
	WedAmOR5-Face detection &amp; tracking
	WedAmOR6-Video conferencing &amp; interaction
	WedAmOR7-Audio &amp; video segmentation
	WedAmOR8-Security
	WedPmOR1-Video streaming
	WedPmOR2-Music
	WedPmOR3-H.264
	WedPmSS1-E-meetings &amp; e-learning
	WedPmPO1-Posters on Content analysis and compressed dom ...
	WedPmOR4-Wireless multimedia streaming
	WedPmOR5-Audio processing &amp; analysis
	WedPmOR6-Authentication, protection &amp; DRM
	WedPmSS2-E-meetings &amp; e-learning -cntd-

	Thursday, 7 July, 2005
	ThuAmOR1-3D
	ThuAmOR2-Video classification
	ThuAmOR3-Watermarking 1
	ThuAmSS1-Emotion detection
	ThuAmNT1-Expo
	ThuAmOR4-Multidimensional signal processing
	ThuAmOR5-Feature extraction
	ThuAmOR6-Coding
	ThuAmSS2-Emotion detection -cntd-
	ThuPmOR1-Home video analysis
	ThuPmOR2-Interactive retrieval &amp; annotation
	ThuPmOR3-Multimedia hardware and software design
	ThuPmSS1-Enterprise streaming
	ThuPmNT1-Expo -cntd-
	ThuPmOR4-Faces
	ThuPmOR5-Audio event detection
	ThuPmOR6-Multimedia systems analysis
	ThuPmOR7-Media conversion
	ThuPmPS2-Keynote Gopal Pingali, IBM Research, &quot;Ele ...

	Friday, 8 July, 2005
	FriAmOR1-Annotation &amp; ontologies
	FriAmOR2-Interfaces for multimedia
	FriAmOR3-Hardware
	FriAmOR4-Motion estimation
	FriAmPO1-Posters on Architectures, security, systems &a ...
	FriAmOR5-Machine learning
	FriAmOR6-Multimedia traffic management
	FriAmOR7-CBIR
	FriAmOR8-Compression
	FriPmOR1-Speech processing &amp; analysis
	FriPmSS1-Sports
	FriPmOR2-Hypermedia &amp; internet
	FriPmOR3-Transcoding
	FriPmPO1-Posters on Applications, authoring &amp; editi ...
	FriPmOR4-Multimedia communication &amp; networking
	FriPmOR5-Watermarking 2
	FriPmSS2-Sports -cntd-
	FriPmOR6-Shape retrieval


	Authors
	All authors
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J
	K
	L
	M
	N
	O
	P
	Q
	R
	S
	T
	U
	V
	W
	X
	Y
	Z

	Papers
	Papers by Session
	All papers
	Papers by Topic

	Topics
	1 SIGNAL PROCESSING FOR MEDIA INTEGRATION
	1-CDOM Compressed Domain Processing
	1-CONV Media Conversion
	1-CPRS Media Compression
	1-ENCR Watermarking, Encryption and Data Hiding
	1-FILT Media Filtering and Enhancement
	1-JMEP Joint Media Processing
	1-PROC 3-D Processing
	1-SYNC Synchronization
	1-TCOD Transcoding of Compressed Multimedia Objects
	2 COMPONENTS AND TECHNOLOGIES FOR MULTIMEDIA SYSTEMS
	2-ALAR Algorithms/Architectures
	2-CIRC Low-Power Digital and Analog Circuits for Multim ...
	2-DISP Display Technology for Multimedia
	2-EXTN Signal and Data Processors for Multimedia Extens ...
	2-HDSO Hardware/Software Codesign
	2-PARA Parallel Architectures and Design Techniques
	2-PRES 3-D Presentation
	3 HUMAN-MACHINE INTERFACE AND INTERACTION
	3-AGNT Intelligent and Life-Like Agents
	3-CAMM Context-aware Multimedia
	3-CONT Presentation of Content in Multimedia Sessions
	3-DIAL Dialogue and Interactive Systems
	3-INTF User Interfaces
	3-MODA Multimodal Interaction
	3-QUAL Perceptual Quality and Human Factors
	3-VRAR Virtual Reality and Augmented Reality
	4 MULTIMEDIA CONTENT MANAGEMENT AND DELIVERY
	4-ANSY Content Analysis and Synthesis
	4-AUTH Authoring and Editing
	4-COMO Multimedia Content Modeling
	4-DESC Multimedia Content Descriptors
	4-DLIB Digital Libraries
	4-FEAT Feature Extraction and Representation
	4-KEEP Multimedia Indexing, Searching, Retrieving, Quer ...
	4-KNOW Content Recognition and Understanding
	4-MINI Multimedia Mining
	4-MMDB Multimedia Databases
	4-PERS Personalized Multimedia
	4-SEGM Image and Video Segmentation for Interactive Ser ...
	4-STRY Video Summaries and Storyboards
	5 MULTIMEDIA COMMUNICATION AND NETWORKING
	5-APDM Multimedia Authentication, Content Protection an ...
	5-BEEP Multimedia Traffic Management
	5-HIDE Error Concealment and Information Recovery
	5-QOSV Quality of Service
	5-SEND Transport Protocols
	5-STRM Multimedia Streaming
	5-WRLS Wireless Multimedia Communication
	6 SYSTEM INTEGRATION
	6-MMMR Multimedia Middleware
	6-OPTI System Optimization and Packaging
	6-SYSS Operating System Support for Multimedia
	6-WORK System Performance
	7 APPLICATIONS
	7-AMBI Ambient Intelligence
	7-CONF Videoconferencing and Collaboration Environment
	7-CONS Consumer Electronics and Entertainment
	7-EDUC Education and e-learning
	7-SECR Security
	7-STAN Multimedia Standards
	7-WEBS WWW, Hypermedia and Internet, Internet II

	Search
	Help
	Browsing the Conference Content
	The Search Functionality
	Acrobat Query Language
	Using the Acrobat Reader
	Configuration and Limitations

	Copyright
	About
	Current paper
	Presentation session
	Abstract
	Authors
	Jonathan Liu
	Ju Wang



