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Abstract -- Power-gating is a technique for efficiently
reducing leakage power by shutting off the idle blocks. How-
ever, the presence of power-gating may also introduce nega-
tive effects on power supply network, which have not been
considered in the earlier design stages. Ignoring those effects
may result in suboptimal power supply network designs and
could potentially even nullify the intended power savings. In
this paper, we analyze mutual dependencies between the sleep
transistors and the P/G network, and we present a general
flow to optimize the P/G supply network for power-gating.
Experimental results show that sizing sleep transistor and
power network separately cannot achieve optimal solution in
terms of power. By compromising only 1% of the total area,
our optimization method allows us to save 10% of power dissi-
pated on decaps and sleep transistors, which is a practical
solution for a power-gated system. We also report results of a
study on optimal solutions for various gated areas and current
densities.

Index Terms -- Power gating, power/ground network,
decap, sleep transistor, optimization.

I.    INTRODUCTION
Due to continuous shrinking of the minimal feature size,

lowering of supply voltages, and lowering of threshold
voltages, leakage power is emerging as a major challenge
for current and future CMOS designs. Power-gating is an
efficient technique for reducing leakage power by shutting
off the idle blocks. Implementation of power-gating
requires a multi-threshold CMOS process. Logic blocks are
implemented using low- , high-performance transistors,
whereas high-  transistors (also called sleep transistors)
connect the gated blocks to the power supply [6]. 

However, the power-gating is not without cost. In [4],
the authors discuss and quantify the negative effects of
power gating, which include noise, performance penalty,
area and power overhead, etc. Recently, research efforts
have been made in the physical design stage to reduce some
of these negative effects. In [1], the authors propose a novel
gating structure in which the sleep transistors are turned on
in a non-uniform, step-wise manner to reduce the magni-
tude of the voltage fluctuations. In [5], the authors propose
two clustering algorithms based on bin-packing and set-
partitioning techniques for centralized sleep-transistor siz-
ing, which improve the chip area and performance.

However, all those works have been done assuming that
the power supply network had already been designed.
There is no mention that the global power supply grid
requires any special considerations related to power gating.
Designing the global grid giving no consideration to power
gating causes two problems. First, introducing power-gat-
ing to an existing grid causes a new power grid noise origi-

nating from the switching of sleep transistors. At the same
time, gated macros shield the decap effect from the gated
circuit and hinder the decap insertion in that area. Thus the
power supply network should be appropriately redesigned
to be immune to the gating noise. Second, the traditional
P/G network optimization performs wire sizing and decou-
pling capacitor insertion [7][9] targeting at minimizing the
total area. However, when power-gating is implemented,
sleep transistors will consume power and more decaps will
cause more dissipated leakage power, especially in more
advanced technologies. If the power delivery network and
sleep transistors are designed in such a way that their extra
costs nullify the power savings, the power-gating technique
becomes useless. Because of the mutual dependencies
between the sleep transistors and the P/G network, we have
to consider them together to achieve an optimal solution in
terms of power. In this work, we present a general algo-
rithm to optimize the power/ground supply network for
power-gating. To the best of our knowledge, our work is
the first one that addresses this problem.

The remainder of the paper is organized as follows. In
section II, we point out the problems introduced by power-
gating in the context of P/G network. In section III, we
address the co-design of the sleep transistors and of the P/G
network. In section IV, we present our method for optimiz-
ing the P/G network for power-gating. In section V we
show the experimental results. Section VI summarizes our
conclusions and suggests practical uses for the results. 

II.    ANALYSIS OF P/G NETWORK DESIGN WITH 
POWER-GATING

Traditionally, the on-chip power distribution network is
constructed hierarchically. Power is delivered from the top-
level metal layer (which is connected to the package),
down through the internal layers, and finally to the active
device. The entire chip is fully powered at all times. In a
power-gating system, a circuit is divided into several power
domains. Each domain is independently controlled by a
sleep-transistor. The sleep transistors are turned off to
reduce the dynamic power and leakage power in a standby
mode, and turned on in an active mode for normal opera-
tion.

Power/ground network is traditionally optimized by
wire width sizing and decap insertion, with an objective of
minimizing the total area under the IR drop and electrical
migration constraints. However, when power-gating is
applied on a power supply network, the new technique will
introduce extra effects which did not exist before but which
should be considered now. 
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First, the sleep transistor needs to be carefully designed.
Its size must be sufficient to guarantee that the current
drawn by a macro does not cause an excessive voltage drop
on a sleep transistor which is turned on. However, when
large-size sleep transistors are turned on and off, consider-
able power supply currents are drawn in a short period of
time, which may result in large voltage fluctuations on the
power grid. This power-gating noise (PGN) affects the reli-
ability of systems-on-chips (SoCs), especially for advanced
CMOS technologies with narrow noise margins. We need
to add extra decap to reduce the PGN and take into account
the additional leakage currents associated with the inten-
tionally introduced capacitors. 

Second, in the power-gating system, the gated macros
are disconnected from the power supply in their idle state,
which prevents them from acting as decaps for the active
circuits. Thus the non-gated macros adjacent to the gated
circuitry may need extra decap to guarantee that power grid
noise remains within tolerable margins. The gated macros
not only stop providing decap to other macros, but also act
as an obstacle for decap insertion. Extra decap will enlarge
the chip size and again consume more leakage power. 

So without taking these effects into account, the power
supply network will not be robust enough to tolerate noise
and needs to be redesigned. Now, the question is, should
we design a P/G network with power-gating in one shot? Is
the co-design of sleep transistors and P/G network neces-
sary? In the following section, we will discuss the mutual
dependencies between the sleep transistor design and P/G
network design to answer these questions. 

III.    CAN THE SLEEP TRANSISTOR AND P/G 
NETWORK DESIGN BE DECOUPLED?

The most straightforward approach to design a robust
P/G network with power-gating is to size the sleep transis-
tors first, and then optimize the P/G network. This
approach works to achieve the minimal total area consumed
by the sleep transistors, decaps, and power mesh. This is so
because the smaller sleep transistors will cause less noise,
thus requiring fewer resources to counteract it. All the siz-
ings go in the same direction. We can first minimize the
total area of sleep transistor under the performance con-
straint (i.e. the maximal voltage drop across on the sleep
transistor), then optimize the P/G network by wire-sizing
and insert decap based on the given size of sleep transis-
tors. 

However, the purpose of introducing power-gating is to
save power. If the cost of power overhead caused by power
gating is greater than the savings it provides, power-gating
is useless. So the task we face is how to minimize the
power consumption caused by power-gating. We have
observed a mutual dependency in terms of power between
the sleep transistors’ sizes and decap. When we decrease
the sleep transistors’ sizes, the switching noise on the
power grid decreases, which calls for less decap and in turn
less dissipated leakage power. However, smaller size tran-
sistors have larger resistance, which increases the IR drop

across them, which increases the power consumed. So the
simple approach outlined at the beginning of this section
cannot guarantee the minimal power consumption. Opti-
mizing the area would make no sense because it could
erode the potential power saving. Moreover, because of the
mutual dependency, the designs of sleep transistors and
P/G networks cannot be decoupled. We need to find the
trade-off between sleep transistors and decap to achieve the
optimal solution in terms of power. 

In this work, we present a general flow to optimize a
P/G network with power-gating. Through this flow, we can
achieve an optimal solution in terms of either area or power
consumption. More generally, by adjusting the weighting
parameters, we can determine the best trade-off between
area and power, depending on design requirements. 

IV.    P/G NETWORK OPTIMIZATION CONSIDERING 
POWER-GATING 

A. Modeling 
a) Power-gating.
The power-gating model is shown in Fig.1. The upper

power mesh can be modeled as a linear resistive network
excited by constant voltage sources (we ignore the package
inductance in this work). The lower power mesh is com-
posed of a linear RC network excited by time-varying cur-
rent sources which represent the switching currents drawn
by the logic circuits. We use a simple triangular waveform
to model the current profiles.  denotes decap from the on-
chip non-switching capacitors  and/or purposely
inserted oxide capacitors . 

b) Sleep transistor.
The model we use for the sleep transistor depends on its

region of operation, see Fig.2. When the sleep transistor is
switching, it works in the saturation region. In the satura-
tion stage, the sleep transistor can be modeled as a current
source with a triangle waveform. The peak current is
expressed by Sakurai’s alpha-power-law [8] formula:

(1)

where  is the velocity saturation index for modeling the
short channel effects. It is close to one in modern deep sub-
micron devices. We define the switching period as twice
the falling time of the signal : . (Refer to
Fig.2 for definitions of t0, t1 and t2.) When a gated macro is
active, the sleep transistor which controls it works in the
linear region and can be modeled as a resistor:
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Fig. 1. Power gating modeling 
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where  is the switching current of the logic block,  is
the threshold voltage of the sleep transistor, and  is the
channel resistance of the sleep transistor in the linear oper-
ation region.

We know that voltage drop on a sleep transistor will
degrade the chip’s performance. We define the allowable
performance loss (PL) as:

      (4)
where  is the delay of the circuit when sleep transistors
are absent, and  is the delay of the circuit when sleep
transistors are present. From [5] we know that:

(5)

   (6)
where  is the peak current of  and  is the thresh-
old voltage of the gate in logic blocks. This formula indi-
cates the lower bound of sleep transistor size. 

 The model of sleep transistor in a saturation region will
be used for noise analysis, and the model of sleep transistor
in a linear region will be used for power estimation in our
objective function. Note that the power consumption
should also include the dynamic power consumed by the
sleep transistors during the switching period. However, if
the gating period is long enough, that part of power is rela-
tively small and can be ignored in the objective function. 

c) Power grid noise

To estimate the power grid induced noise at a node, we
use the following efficient formulation [7]:
   

(7)
where  is the tunable circuit parameter and NM is the
noise margin. This integral expression represents the
shaded area in Fig.3. For the whole circuit, we have

                     
(8)

where N is the number of nodes whose noise goes beyond
the margin. This metric is a summation of the integrals of
the noise violations, which is zero if all constraints are sat-
isfied. 

B. Problem formulation
The optimization of P/G network with power-gating can

be formulated as:
Objective: 

where 

              
 
Subject to:      

                      
                           

                             and  (9)

where  is a scaling factor to make the two terms in the
objective function of the same magnitude.  denotes
width of the i-th transistor,  is the width of the k-th wire
in the grid, and  is the area of the j-th inserted decap

. These are the variables we need to adjust.  is the
length of a sleep transistor and  denotes the length of a
wire segment.  is the lower bound of the size on an i-th
sleep transistor, which is determined based on Eq.(6).
Other bounds are determined by the design.  is the resis-
tance of a sleep transistor, which is defined in Eq.(3).

is the peak current of the current drawn from the gated
blocks and  is the leakage power per unit area of
decap.  is defined in Eq.(8) and  is a very small number. 

 is a weight factor to trade off between area and
power; its range is between 0 and 1. If we set , we
simultaneously size the wire segments, decap, and sleep
transistors to achieve the minimal area under noise con-
straint. As we discussed in section III, the result should be
the same as that obtained from sizing the sleep transistor
first, followed by P/G network optimization. If we set

, we can size the sleep transistor and decap to
achieve the optimal power for the initial power mesh. 
can be adjusted depending on design requirement. Experi-
ments show that the grid power consumption constitutes
only 5% of the combined decaps and sleep
transistors power consumption, so we do not include the
grid power in the formula.

This is a non-linear problem with non-linear objective
and constraint functions. We can apply a standard
sequence-of-quadratic-programs (SQP) [3] to solve this
optimization problem. The calculation of objective func-
tion and its derivatives with respect to each decision vari-
able is straightforward. The evaluation of constraint
function  can be done by HSPICE simulation. We use
adjoint sensitivity analysis [2] to calculate the derivatives
of  with respect to varying parameters. In the following
sub-section we discuss this point in more detail.
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C. Sensitivity calculation
The adjoint-network-based sensitivity analysis is a stan-

dard technique for circuit optimization used when sensitivi-
ties of the cost function with respect to many parameter
values are required. In [7] the authors use this method to
find the optimal solution for decap sizing and placement. 

The basic idea of the adjoint sensitivity analysis is as
follows. By applying Tellegen’s theorem, we have

(10)

 where  and  represent the vectors of branch voltages
and currents in the original network , and where  and 
represent the branch voltages and currents in the adjoint
network . The networks  and  have the same topology;
both satisfy the Kirhchoff’s current (KCL) and voltage
(KVL) laws.  denotes the terms corresponding to voltage
sources;  denotes the terms corresponding to the current
sources;  denotes the terms corresponding to branches
with no sources. 

All the interesting performance metrics (power, delay,
voltage, etc.) can be expressed with the following general
formula:

(11)
whose variation is:

(12)

So, for a given performance function , the excitations
 and  in adjoint network can be chosen so as to make

the left-hand side of Eq.(10) equal to the performance vari-
ation . Since the choice of the element types in the
adjoint circuit is arbitrary, they can be chosen so as to can-
cel the terms depending on  or  in the right-hand
side of Eq.(10) leaving only the terms depending on param-
eter variation.

In the original network we attach a zero valued current
source to those nodes which do not tap to any source (either
voltage or current).  is then the function of :

                     
(13)

Then the variation of  can be expressed as:

                 
(14)

We assign the adjoint circuit excitations such that:
,    

Then the Eq.(10) is rewritten as:

(15)

The voltage sources are constant, so . Unlike in
[7], we need to adjust the sleep transistor which is modeled

as a current source in the original network. That means 
is a varying parameter and . Eq.(15) becomes:

 (16)

From [2], we know that if the corresponding R(C)
branches of the adjoint and original networks are the same,
the first term on the right-hand side of Eq.(16) depends
only on parameter variation, which can be stated as:

(17)

We have: ,  and

 

where  is the capacitance of the on-chip decap. By apply-
ing chain rules, we finally get:

(18)

D. Optimization flow
The complete P/G network with power-gating optimiza-

tion flow is summarized in Fig.4. First we set up a floor-
planned chip with the initial power grid, define the gated
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regions, and assign the initial sizes of sleep transistors to
them. Then we apply SQP solver to size the wire segments,
decap, and sleep transistor simultaneously to achieve the
optimal solution according to the objective function. The
sensitivity calculation is done by the adjoint method
described in section IV. It must be repeated in every itera-
tion. 

V.    EXPERIMENTS

We integrated C++ with TCL to develop our optimiza-
tion flow. HSPICE was used to simulate the circuit and
SOL/QPSOL[3] was evoked to solve SQP. We ran all the
experiments on a P4 2.4GHz PC with Linux. The test cir-
cuits were implemented in 0.13 m technology with

. The temperature was 25 C. 
We used circuits from MCNC and ISCAS benchmarks

as the basic logic blocks. The switching current profiles
and on-chip decap are extracted by simulating each circuit.
We mapped those blocks to MCNC floorplan benchmarks
ami33 and ami49, respectively. The initial floorplanned
chips are shown in Fig.5.

We first optimized the power network without power-
gating and then applied the power-gating on the circuits in
such a way that the gated area occupied half of the chip,
consisting of the top-left and bottom-right quadrants.
Table.1 shows the effect of power-gating. The first two col-
umns list the data of chip and grid size, respectively. Power
mesh reported in this experiment is global power mesh
which is mainly affected by power-gating, because sleep
transistors are connected to global power mesh. After
applying power-gating, there were 96(219) violated nodes
in non-gated region which would affect the non-gated cir-
cuits. The worst case voltage  was 0.93(0.72). So we
concluded that not considering power-gating could lead to
a wrong decision in designing a power supply network.

Then we applied our flow to optimize the power net-
work with power-gating. We first set , which implies
that we target the optimal solution only in terms of
area(OptA). Then, based on this optimal solution, we set

 to determine the optimized solution in terms of

power(OptP). We compared our results with the traditional
two-step method (sleep transistor sized first, followed by
power network optimization). 

The comparison results are shown in Table.2. The area
of power-mesh, the area of decaps and sleep transistors, as
well as the power consumed by decap and sleep transistor,
are reported. From this table, we note that we achieve the
same results by applying the traditional method and by
applying OptA, which confirms that separately optimizing
sleep transistor and power networks will achieve the opti-
mal solution in terms of area. However, it’s not the optimal
solution in terms of power. Comparing the data in the fifth
column, we note that around 10% power saving from
decaps and sleep transistors achieved by applying our opti-
mization flow. Because the leakage power is dominant in
advanced technologies, the power saving from decap has a
significant impact on the total chip power consumption.
The area overhead is about 0.6% in chip area, which is neg-
ligible. We also notice that the power mesh does not
change much comparing OptP with OptA. After the power
network with power-gating is re-optimized, worst case
voltage is within or close to margin, as shown in the sixth
column. Column seven lists the iterations to achieve the
optimal solution. The last column lists run time. Although
we employed HSPICE inside the optimization flow, run
time is still affordable because the global power mesh has
relative coarse grids and few nodes. 

In the second experiment, we studied the impact of var-
ious power-gating schedules on optimization results. We
applied four power-gating schedules on each benchmark:

• g1: gated area occupied 30% of the chip;

• g2: gated area occupied 70% of the chip;

• g3: gated area occupied half of the chip and gated blocks
have higher current density;

• g4: gated area occupied half of the chip and gated blocks
have lower current density.

Fig.6 illustrates the gating schedules respectively.
Gated circuits are marked grey. In g3 and g4, we purposely
re-floorplanned the chip in such a way that circuits with

µ
Vdd 1.2= °

Fig. 5. Initial floorplanned chips

(a) ami33 (b) ami49

Vmin

Table 1.   Effect of power-gating

chip_size
(um^2)

grid_size # of vio-
lated nodes

Z
(v.ns) (v)

ami33 1232x936 30x30 96 0.58 0.93
ami49 1723x1748 40x40 219 10.07 0.72

Vmin

α 1=

α 0=

Table 2.   Comparison of optimizations

power 
mesh
area

decap&sleep-trans. # of 
iters

run 
time(s)area power

(mw)

ami33
Trad 98739 16476 15.8 1.082 23 581
OptA 98739 16476 15.8 1.080 26 625
OptP 98862 22647 14.0 1.081 27 627

ami49
Trad 210631 62323 39.2 1.078 33 2139
OptA 210631 62323 39.2 1.081 39 2725
OptP 211064 78389 35.7 1.079 39 2869

cost & saving 0.6% 10%

Vmin

Fig. 6. Different gating schedules

g1 g2 g3 g4



higher current density are placed in the left half of the chip
and circuits with lower current density are placed in the
right half of the chip.

We applied our optimization flow on each chip with
various power-gating schedules and compared OptA with
OptP, in terms of area and power consumed by decap and
sleep transistors. Table.3 shows the results. From the table,
we note that in both gating schedules g1 and g2, our opti-
mization flow did not save as much power as in the first
experiment (refer to Table.1). We explain that result as fol-
lows: If the gated area is small, the sleep transistor is small,
so adjusting its area does not save much power. When the
gated area is large, the sleep transistor is also large, and so
the cost of power on the large amount of extra decap nulli-
fies the saving on the sleep transistor. So, our optimization
flow favors power-gating with comparable areas of gated
and non-gated circuits. However, we note that for the two
corner cases, the power consumed by sleep transistor and
decap might be equal or exceed the power saving from
power-gating, in which case power-gating is not practical. 

Comparing the data for g3 and g4, we notice that the
advantage of OptP is diminished when gated circuits have
higher current densities. This behavior is consistent with
the sleep transistor’s size increase when current density
increases. A small change of sleep transistor will require a
large amount of decap to ameliorate the noise. More decap
consumes more leakage power, which makes the power
saving on sleep transistor relatively smaller. So our optimi-
zation flow is more effective when power-gating is applied
on circuits with smaller current densities. Again, we note
that in case of large current density of the gated circuits,
the amount of power consumed by the sleep transistor and
decap will be larger, which may nullify the saving from
power-gating. In such a case, we would not choose to apply
the power-gating technique.   

VI.    CONCLUSION

In this paper, we have studied the effects on P/G net-
work introduced by a power-gating technique and analyzed
mutual dependencies between the sleep transistor and the
P/G network. We presented a general flow to optimize the
P/G supply network for power-gating in terms of both
power and area. Experimental results show that sizing a

sleep transistor and a power network separately cannot
achieve an optimal solution in terms of power. By compro-
mising only 1% of the total area, our optimization method
allows us to save 10% of power dissipated on decaps and
sleep transistors. This offers a practical solution for a
power-gated system. Our optimization flow is more effec-
tive when gated circuits are of smaller current density, and
when the areas of gated and non-gated circuit are compara-
ble. We believe that our results could be used as reference
by designers working on power-gating systems.
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Table 3.   Optimizations vs. power-gating schedules

before
opt

OptA OptP
area

(um^2)
power
(mw)

run_time
(s)

area
(um^2)

power
(mw)

run_time
(s)

power 
saving%

area cost
(%)

ami33

g1 1.03 13835 11.2 476 18447 10.3 497 8 0.4
g2 0.89 26675 20.7 997 37052 19.2 1020 7 0.9
g3 0.80 37225 28.2 1023 48756 26.0 1151 8 1.0
g4 0.96 15108 13.8 798 23180 12.3 786 11 0.7

ami49

g1 0.72 59107 33.2 2070 74166 30.5 2113 8 0.5
g2 0.58 98136 47.5 3070 128254 44.2 3127 7 1.0
g3 0.51 112790 55.2 3154 145919 51.3 3018 7 1.1
g4 0.70 51764 31.7 2349 69836 28.8 2413 9 0.6

Vmin



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /Description <<
    /ENU (Use these settings to create PDF documents with higher image resolution for improved printing quality. The PDF documents can be opened with Acrobat and Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice




